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CAPABILITIES AND APPLICATIONS OF THE
PROGRAM TO OPTIMIZE SIMULATED TRAJECTORIES
(POST) PROGRAM SUMMARY DOCUMENT

By G. L. Brauer, D. E. Cornick,
and R, Stevenson

Martin Marietta Corporation
P. 0. Box 179
Denver, Colorado 80201

SUMMARY

This report summarizes the capabilities and applications of the three-
degree-of-freedom (3DOF) version and the six-degree-of-freedom (6DOF) version
of the Program to Optimize Simulated Trajectories (POST) . The document sup-
plements the detailed program manuals (ref. 1, 2, and 3) by providing additional
information that motivates and clarifies basic capabilities, input procedures,
applications and computer requirements of these programs. The information will
enable prospective users to evaluate the programs, and to determine if they are
applicable to their problems,

The report is presented in five chapters with the first containing a sum-
mary of what is believed to be the important features of both programs. Chapter
1 is intended to provide enough information to enable managerial personnel to
understand the capabilities of the programs. The remaining chapters are pro-
vided to describe the POST structure, formulation, input and output procedures,
sample cases, and computer requirements. These chapters provide answers to
basic questions concerning planet and vehicle modeling, simulation accuracy,
optimization capabilities, and general input rules. Several sample cases are
also presented. These sample cases contain enough detail to enable them to
serve as guidelines for new users. Should more detailed questions arise, it
is recommended that the POST Formulation Manual, Utilization Manual, and Pro-
grammer 's Manual be consulted.

INTRODUCTION

The original 3D version of POST was developed in 1970 as a Space Shuttle
Trajectory Optimization Program. Since that time, the program has been signifi-
cantly improved with additional capabilities added in the areas of vehicle
modeling, trajectory simulationm, and targeting and optimization. The program
is capable of simulating and optimizing trajectories for a wide variety of
aerospace vehicles operating in the vicinity of a single planetary body.

The popularity of 3D POST led to the development of the 6DOF version. 6D
POST is identical in design and use as its 3DOF counterpart. The principal
feature of 6D POST, in comparison to other 6DOF programs, is it's easy to use
input procedure. This capability was obtained by the development of a special



NAMELIST input processor that does not contain the namelist size limitation of
the standard NAMELIST routine.

During the development process, considerable effort was made to ensure
that both versions were generalized in capability, yet easy to learn and use.
As a result, 3D and 6D POST can be readily used by trajectory engineers without
specialized training in areas such as optimization theory. Ease of use and the
ability to be used on almost any kind of near-Earth trajectory problem has re-
sulted in considerable interest in these programs throughout the industry. This
interest has resulted in numerous questions being asked by potential users con-
cerning the general capabilities of both programs. Thus, the purpose of this
summary report is to answer these kinds of questions without requiring reference
to the detailed program manuals. As a result, this report contains a broad
spectrum of information related to program features, structure and design,
utilization, sample cases, and computer requirements. These data will provide
the potential user with basic capability information, and the experienced user
with a summary for quick reference purposes.

The instruction manuals and source tapes for both 3D and 6D POST are avail-
able from:

Computer Software Management & Information Center
112 Barrow Hall

University of Georgia

Athens, Georgia

PROGRAM FEATURES

The 3D POST and 6D POST are general purpose-FORTRAN codes designed for
flexible 3D and 6D simulation and optimization of trajectories for aerospace
vehicles. A summary of the key program features is presented in Figure 1.

In reviewing the program features, it is important to realize that 3D POST
and 6D POST are separate programs. However, the executive structure and I/0
characteristics are identical, The only significant difference between these
two programs 1s that the rotational equations of motion are included in 6D POST
as depicted in Figure 2. It is important to note, however, that the 6D version
requires an additional 44 131 octal storage locations over its 3D counterpart.

Simulation Capabilities

POST is best described as an N-phase trajectory simulation program. This
means that the POST input processor and executive structure enables the user to
simulate the trajectory by a logical sequence of trajectory phases. In each
phase, physical and nonphysical aspects of the simulation can be modeled to any
accuracy deemed appropriate by the trajectory analyst, In this manner, each
phase of the trajectory can be simulated accurately and efficiently by appro-
prlate user input and program option selection. Figure 3 illustrates the rela-
tionship between trajectory phases, events, and POST input data structure. In
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PRUGRAM FEATURES

e Easy to learn NAMELIST lmput for
both 3D and 6D simulation @& Auto-
matic input error diagnostics e
Hollerith specificacion of the
targeting and optimization formu-

lation e Input trajectory by phase

Program operational on CDC 6000
series, IBM 370, UNIVAC 1108 and
1110 @ Uner-defined block print-~
out & [nput echo ® Optional phase
summary print e optional print
for special purpose calculations

OPTIMIZATEON FEATURES

® Discrate Parameter Targating and
Optimization

Abllity to select the optimiza-
tion criteria, the constraints,
and the control variables from

a dictionary of over 400 program
variahles

fquality and inequality con-
straints e Selectinn of several
popular optimization algorithms e
Automatic problem scaling @ Rapid
calculation of numerical deriva-
tives o Detalled and summary

S

SIMULATION FEATURES

e Planet model selection includes the

1960 Fisher Earth model and the

Smithsonian Farth model e Atmosphers

mourl s..ection Includes the 1962

U.8. Standard, the 1967 Patrick AFS,

or a general table model input by
the user o Winds ¢ General weight
and mass properties {nput cptions e
Rocket or afirbreathing propulsion e

All standard aerodvnamic coefficlent

Lnput options ® Laminar and turbu-
lent aerohearing models e Five pop-
ular attitude reference options ®

T

TRAJECTORY FEATURES

e Simylatlon by phase with
unlimited number of trajectory
phases e Generalized event
stopping capabtlity ¢ Primary
secondary, roving, Or repeat-
ing events can be specified
enabling any trajectory sequence
of events to be modeled directlys
Inicialization trajectory and

attitude in all popular reference
systems

General GN&C moduals

Several standard nuserical
integration metheds @ ¥eplerian
and Encke orblial proparati
uptivns & Instantanesus
addltions @ Static rr
and vaw ® Vertical rako
down model s Horizontal
model

I
|
|
|
|
|
optimization wsearch printout ]
'
|
i
[
i
1
i
1
I
|
1

Figure 1.- Summary of Program Features

POST, the data structure is arranged according to the sequence of events defining
the trajectory phases. It is noticed that every phase is specified by an event
that defines the initiation of the phase. Thus, each event (other than the
first and last events) serves two purposes: (1) it ends the previous phase,
and (2) it starts the subsequent phase. The input data cards for each phase
are located between the two events that define the phase. This basic input
rule is also illustrated in Figure 3, where any or all of the simulated data
can be changed in any phase. The data used in the simulation of a specific
phase are the sum of the data input in all previous phases plus any new addi-
tional data and/or options. If the added input data correspond exactly to any
previous input data, then the program will use the latter data in the trajec-
tory simulation. There are no restrictions on the number of events in a given
problem, and the event criteria can be selected as any variable computed in the
program. The capability to define the problem by phases is an important fen-
ture of these programs because it enables complex problems to be formulated in
a step-by-step fashion.

The simulation capabilities can be categorized in three types: (1) the
planet model, (2) the vehicle model, (3) trajectory simulation optioms. Sum~
maries of these capabilities are presented in Tables 1, 2, and 3, respectiveiy.
Generally each particular simulation model has several options available. How-
ever, if a particular model is not available automatically then general models
can be used augmented by user input data. For example, two commonly used
atmosphere models are available that require no user input. These are the 1962
U.S. Standard and the 1963 Patrick AFB atmosphere models. However, in manv
cases, such as a Mars entry study, the user can and must input his own me !
via generalized input of pressure, density, and temperature (or speed of gounil
The detailed procedures for this type of input are described in reference 1.

3
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TABLE 1.- SUMMARY OF PLANET SIMULATION OPTIONS

Planet Model

Characteristic Options Description
Oblate Spheroid 1. Spherical These models are defined by the equatorial radius,
and the polar radius, the rotation rate, the gravita-

2. 1960 Fisher

Gravitation Model tional constant u, and the second, third, and

Earth fourth gravitational harmonics, Jz, J3, and J,.
3. Smithsonian For a spherical planet, Jo, J3, and J, are all zero.
Earth ‘

Atmosphere 1. General 1. Atmospheric pressure, temperature, density, and
speed of sound are computed from user input
tables as a function of altitude. Speed of
sound and density tables can be omitted, in
which case they are computed from input values
of ratio of specific heats, molecular weight,
and the Universal gas constant.

2. 1962 U.s. 2. The 1962 U.S. Standard Atmosphere model is
Standard given as a function of geopotential altitude.
In POST, the molecular weight is assumed con-
stant.

3. 1963 Patrick AFB |[3. In this model, pressure and temperature are
calculated as a function of geometric altitude
and a set of prestored polynomial coefficients.

Winds 1. Geographic 1. The wind velocity is input directly in the
geographic frame by defining the Easterly,
Northernly, and radial components of the wind
velocity.

2. Meteorologic 2. The wind velocity is computed from the total
wind speed and meteorologic wind heading.

TABLE 2.~ SUMMARY OF VEHICLE SIMULATION OPTIONS

Vehicle

Characteristic | Options Description

Propulslon 1. Rocket Engines 1. Vacuum thrust, nozzle exit area, and flowrate or
Isp can be input for up to 15 engines per phase.

2. Jet Engines 2. The ratio of total thrust to the atmospheric pres-
sure ratio and the ratio of specific fuel consumpt ion
tu the square ruot of the atmospheric temperature
ratio can be input for up to 15 engines per phase.

3. Ramjet Engines 3. Thrust coefficient and specific fuel consumption
can be input for up to 15 engines per phase.

Aerodynamic 1. Lift and Vrag 1. Lift, drag; and sideforce coefficients (3D), and

'lodel pitch, yaw, and roll serodynamic coefficients
(6D) are input as tables.
2, Axial and Normal 2. Axdial, normal, and sideforce coefficients {3D),
Force odel and pitch, yaw, and roll aerodynamic coefficients
(6D) are input as tables.

Aeroheating 1. Chapman's Equation [ 1. Heat rate is computed from Chapman's equation
witih the nose radius as an input.

2. General Table 2. Heat rate is computed as a table lookup based on

Lookup as many as three independent variables.
3. Modified Chapman's 3. Heat rate is computed as the product of Chapman's
Equation heatrate and a general table lookup.

4. Turbulent Flow 4. Similar to modified Chapman's equations with
different exponents.

5. Maximum Centerline | 5. Heat rate 1s computed based on correction for
altitude and angle of attack.

Steering 1. Open Loop 1. 3D atritude is calculated from tables, polynomials,
or linear feedback; 6D attitude commands are com-
puted from tables.

2. Closed Loop 2. All closed loop models must be coded specifically
for each application.




TABLE 3.- SUMMARY OF TRAJECTORY SIMULATION OPTIONS

Similation Features |[Options Descriptions

Integration Mathods 1. Runge Kutta-4th Order [1. The standard 4th order Runge-Kutta single step
method for a set of first order ordinary differ-
ential equations.

~

2. Runge Kutta-8th Order An eighth order single step method.

“w

A variable-step variable-order method developed
by F. T. Krogh of the Jet Propulsion Laboratories.

3. Predictor-Corractor

Table Interpclation 1. Piecevise Constant 1. The function is assumed to be a step function
based on the user's input.

2. Piecewise Linear 2. Linear interpolation is used betveen data points.
The tables can be monovariant, bivariant, or tri-
variant.

3. Plecewise Cubic 3. Cubic interpolation is used between data points.
The tables can be monovarisat, bivariaamt, or tri-
variant.

Events 1. Primary 1. &tvents that must occur, and must occur in ascend-
ing order according to the event number.

2. Secondary 2. Events that must occur in ascending order between
their bounding primaries. The occurrence of a
primary nullifies the previous secondaries.

3. Roving 3. Events that can occur any time after the occur-
rence of all swaller primaries.

4. Repeating 4, Events that can repeat at a specified increment
or at specified values.

Orbital Propagators |1l. Laplace's Method 1. A semianalytical method for propagating the posi-
tion and velocity of a nonthrusting vehicle in
vacuum flight over a spherical planet.

2. Encke's Method 2. A rapid method for propagating orbits perturbed
by planet oblat and at here.

Special Purpose 1. 1V Additions 1. Ac any specified event an instantaneous velocity
change can be added to the -vehicle.

2. Static Trim 2. The engine gimbal angles or flap deflectiomns are
computed to balance the pitch and yaw moments
caused by thrust of other engines and aerody-
namic forces.

Launch 1. Vertical Holddown 1. This model is used to simulate vehicle holddown
by maintaining the position and velocity relative
to the planet constant until launch.

2. Horizontal Takeoff 2. This option is used to simplify horizontal take-
off by allowing the vehicle to accelerate only
in the local horizontal planc

One additional degree of complexity usually arises in 6D trajectory work,
that is, the guidance, navigation, and autopilot equations must generally be
coded in FORTRAN and added to 6D POST in the appropriate subroutines. Proce-
dures for accomplishing this effort are described in reference 2.

Targeting and Optimization Capabilities

POST has a complete discrete parameter nonlinear programming capability.
This means that POST can minimize (or maximize) a user-selected performance
function, subject to nonlinear target conditions and/or inequality constraints.
The control variables can be any parameter that influences the performance cri-
teria and/or the mission constraints. The performance function, the target
conditions and constraints, and the control variables can be selected from a



dictionary of over 400 program variables. Some typical examples of these
variables are shown in Figure 4. POST also contains several popular opti-
mization algorithms that can be selected by the user. A brief summary of these
algorithms is given in Table 4. As indicated, the accelerated projected gradi-
ent algorithm is normally used as the basic optimization technique. This algo-
rithm is a combination of Rosen's projected gradient method for nonlinear pro-
gramming and Davidson's variable metric method for unconstrained optimization.
In the targeting mode, the minimum norm algorithm is used to satisfy the tra-
jectory constraints. The cost and constraint gradients required by these algo-
rithms are computed normally as first differences calculated from perturbed
trajectories. In some particularly difficult cases, symmetric differences are
used to more accurately approximate the derivatives., To reduce the costs of
calculating numerical sensitivities, only that portion of the trajectory in-
fluenced by any particular independent variable is reintegrated on the perturbed
runs. This feature saves a significant amount of computer time when targeting
and optimization is performed.

Typical Optimization Variables

Payload Weight, Burnout Weight, Launch Weight,
Total Propellant Used, Burn Times,
Burnout Velocity, Burnout Altitude,
Downrange, Croserange, Total Range.

Targeting and Optimization
Problem Formulation

Optimize f(u) Typical Target Conditions and Constraints
Altitude, Radius, Velocity, Flight Path Angle,
Apogee/Perigee Altitude/Radius,

Orbital Elements, Downrange/Crossrange,

qa, Total a, dynamic pressure, acceleration,
Temperature, Heatrate, Total Heat Load.

Subject to £(u) > 0

Typical Control (Independent) Variable

Attitude Angles (o, B, 0 or ¢, 6, ¢), or Coefficients
of Altitude Polynouials, Throttle Settings,

Event Criteria Values (Burn Time, etc),

Thrust Levels, Weights, Initial Conditions.

with respect tou

-.o.v_q.mm

Figure 4.- Optimization Summary

TABLE 4.- TARGETING AND OPTIMIZATION PROBLEM SOLUTION METHODS

General Class of Problems

Fxamples

Available Algorithm {n POST Recommended Algorithm

Constrained Optimization
with Inequalities

f ()
E(w 0

Optimize:
Subject to:

Unconstrained Optimization

Ascent to Urbit

W (Payload Weight)

Ly
Subject to: h, . = 303 KOS (t
(Altitude)

BO
= 0 (Fra)

25 841 {ps

(Velocity)

q + 400 ps{ (bynamic
Pressure)

Bo
:
Vo ™

Accelerated Projected Grad-
lent Method

Accelerated Projected
tiradient Method

Single Penalty Functlons
Using:

- Steepest bescent

- Conjugate Gradlents

- Davidon's Method

Steepest Descent Davidon's Method

Optimize: f(u) Max: h‘ﬁ-o (Max Altitude) Conjugate Gradients
Davidon's Method
Targeting: Space Shuttle Entry Stevpest Descent Newton Raphson
Determine u Such That Determine the Entry v and Azimuth Conjugate Cradients
€ =0 iu:h That Landing Site is Reached, Pavidon's Method
T Laticude ¢ = sgfﬁifled Newton Raphson
Longitude 0 « Specified
Value
8

REPRODUC'JLIT
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Input/Output Capabilities

All program inputs are made using an improved NAMELIST input processor.
The key features of this extended NAMELIST capability are illustrated in Figure
5. The permissable sequence of NAMELISTs are also given in Figure 6. As indi-
cated, $SEARCH and at least one $GENDAT are required per problem. $TBLMLT and
STAB are optional within $GENDAT depending on whether tabular data are required
in that phase.

REPEATED HOLLERITH SPECIFICATION

COMMENTS CAN BE PLACED ON DATA CARDS
I/// (TO THE RIGHT OF THE SYMBOL / )

(77 ‘

/ INDVR = 3*5HALPHA, / COMMENTS ON DATA CARDS - Yeovetse

ll|l||l

TITLE = OH* HOLLERITH TITLE *, \n““ 1222222

tnRAe 3133313133
i
IERER N Y]

12212
I Y 5558855

/ P$SEARCH

h1333
thrnt §E6E66E

INREY]
1222 IRRRRRE

©30400000000000000000800\00000000008000020000002000000800000880008808000068359301 557
1T E P I NN NUNBRIENANNNDN \RALEER RS RN PN Y RU YR IRV PR ISR LAV L AR TE L TR LA R B i 1113] . "!.!!!

R A S I I e P S N N TOT
9999949
nupnnnnRR\IIIIIININIIIIIIIII e e fo o iy e

* 4
mnmhimnnnnunnuupnunnDNUBsUEIRRNDENDLEELGNnG oo kg

QAAAARIAA 44440848 0044004000008 1444444444004 4 4404144000000 000 0000000
5355555 5555555555555555855555,55555555558555555559556595555555555593958555553943%

GEEEEEONBEEE RS EGEEEREEEEC00NOANCEOEOG6CC0COCREEOCEREOOEOEOBUEFBHB6850 6666056666666
IR RN AN R R R R R R R R R A R R R R R R A R R R R R R R R R R R R R R R N R R R R R R R R DR R R R E R R R R RRRR R R
EIRASRERBII NN OO0 NSSBRRSOERUBNOROBRRCRERAITIRRENURERRROORENEROSRUTSERRRENDREY

!!!!!!!!9!!999’!!!!!!!9\!!‘!!993!9

DT R T S O] )

s2w
Ew

HOLLERITH STRINGS (TITLES, ETC) CAN BE INPUT WITHOUT
COUNTING THE NUMBER OF ELEMENTS i THE STRING MERELY

BY PLACING A ZERO BEFORE THE LETTER H. THE HOLLERITH
CHARACTER STRING IS THEN BOUNDED BY ANY HOLLERITH
SYMBOL NOT CONTAINED IN THE STRING, e.g., THE HOLLERITH
CHARACTER "*",

SPECIAL NAMELIST LIST OPTIONS
BLANK IN COLUMN 1 -- LIST ONLY THOSE CARDS CONTAINING ERRORS
P IN COLUMN 1 -- LIST COMPLETE INPUT FILE

L IN COLUMN 1 -- LIST COMPLETE INPUT FILE INCLUDING A
CARD COUNT

Figure 5.- Extended Namelist Capabilities



Targeting &
Optimization
Input

General Simulation
Input for Phase 1

Table Data
for Phase 1

General Data
for Remaining
Simulation
Phases

10

PLSEARCH
C INPUT IN THIS MAMELIST ALL DATA PERTAINING 10 :

C

C 1) OPTI®IZAYION AND TARGFTING FORMULATION
(4 OPTIMIZATICN VAPIARLE

[ CONSTRAINTS AND TARGFT CONDITIONS

c CONTPOL VAPIARLE

C 2) ALGOP1ITHM SELECTION AND CONTPOL FLAGS

s

PSGENDAT EVENT = 1,

C INPUT IN THIS NAMELIST ALL CAYA AND PROGRAM CONTROL FLAGS PFRYAINING
C TO: ‘

1) PLANET MUTEL ~ CEBLATE SPHFROID

- GRAVITY COEFFICIENTS

= ATMOSPHERF MODEL
2) VEMICLF MODFL- MASS PPOPERTIES AND REFERENCE
GEOMETPY
ENGINE CPTION ANL ENGINE LOCATIONS
AERD OPTION
GUIDANCE AND CONTROL
INITIAL CONDITIONS
INTFGRATION METHOD
SPECIAL OPTION CONTROL FLAGS

2 TRAJECTYORY

AN ACOAODND

P:Yauu

C INPUT IN TPIS NAMELISY ALL TABLE SCALE FACTORS FOR PMASE 1.0
C’INPUT THE THRUST TABLE ( FOR FPHASE 1.0 )

C’!NPUY THE NDZZILEt EXIT APEA TABLE

c’mpur THE CD OP THE CA TABLE FOR CROPTANK PLUS ORBITER
g’INPUT THE CL OP THE CN TASLE FOR DROPTANK PLUS OPBITER

ENDPNHS t 1,

s

PSGENCAT FVENT = 2.0y CRITP = &MASMG, VALUE =0,25,
C TURN OFF HOLDDOWN MODEL VIA DATA INPUT HEPE,

ENDPHS =1,

S

PSGENDAT EVENT * 3.0, CRIT® = &HVELR, VALU

ENDPHS =1ls

$

PSGENDAT € VENT 24,0y CRITK = K

C INPUT DATA REQUIRE YO USE ¢
ENOPHS =1,
$

PSGENDAT EVERSL

ALUF = 65%00.0,

HANGED SCALE FACTOPS
CD CR CA TABLES FOR ORBITER ( WITHOUY CROPTANK )

C INPUT CL OF CN TAPLES FOR ORBITER ( WITHOUT DROPTANK )
c

ENDPMS =1,

s

PSGENDAT £ VENY =7.0, (RITR = SHIDVRP, VALUE = %,0,
C INPUT CATA RECUESTING LINESINE STEERING

EDNPHS 1,

s

PSGENDAY EVENT B0y CRITR = 4MASHMG, VALUE = 3,0,
C INPUYT DATA REQUESTING THROTTLING TO 2G LIMIT

ENDPKS =1,

)

PSGENDAT EVENT =9.0, (RITF = S5HWPFOP, VALUE = 0,0,
C INPUT CATA YO TURN CFF ENGINES

ENDPHS =T,

$

PSGENCAT FVENT =10.04 CRITP = SMTDVPP, VALUE = &0.,
ENDPHS =],

ENDPRE ],

ENDIOR el

L

Figure 6.~ POST Input Structure



The program also has the capability to accept input in either English or
metric units. The only restriction being that the input units cannot be mixed.
The output variables can also be printed in either English or metriec units,
but not both. '

All English to metric conversion constants can be changed by input if de-
sired. The stored values of these constants were obtained from reference 3.

Care must be taken when using metric system input and output. The input
units must be of the same type as the English units. For example, values for
weights must be input in units of force (newtons) rather than mass (kg). Vari-
ables output in nautical miles in English units must be kilometers in metric.

The program also has the capability to print a summary of the table data
input. This feature 1is useful in that input errors in the table format are
easily detected by reviewing this printout.

In addition to the normal input procedures described above, the program
has the capability to process more than one input problem per pass at the com-
puter. This feature, referred to as Multiple Runs, enables the user to change
the basic input deck (which represents a single problem) by adding a subsequent
set of data cards representing the changes (addition and/or deletions) imme-
diately after the original set of data cards. Once the first problem is com-
pleted, the program will automatically modify the input file as defined by the
additional cards and run the resulting data file. This capability is extremely
useful in performing parametric studies where only a few input variables are
changed from one run to the next.

There are two basic categories of POST output: (1) trajectory data, and
(2) program control data. Trajectory data can be output in the form of a com-
puter printout and/or as a profile tape. The typical computer printout con-
sists of (1) an input echo, (2) an input summary, (3) a trajectory printout
that optionally includes a phase data summary at the beginning of each event,
(4) special trajectory printouts, such as orbital parameter, tracking data,
etc, and (5) targeting and optimization iteration traces and summaries. Tra-
jectory data can also be written on a profile tape for storage or auxiliary
output purposes. Typical output obtained from the profile tape includes tra-
jectory plots, orbital ground tracks superimposed on a world map, and punched
cards. The computer routines required to generate these types of output from
the profile tape are computer/system-dependent and not contained in POST, but
are readily available at most modern computing centers., The second type of
output, namely, program control data, is contained in the initial input summary
and is updated in the phase data summaries output at the beginning of each
event. Employing these summaries, the user can always determine exactly what
options are being employed in the simulation during any phase of the trajectory
simulation. The various forms of POST output are summarized in Figure 7.

11



Auxilary Options

POST Output Options Using Profile Tape
1 II III
' Profile
Ptinted Output . T‘pe Graphica
Options , Option Output
Plots

: /-Input Echo
1

. /-Input Summaries
A

|_—Phase Data Summaries = @é

“

or

’,f-Block Printout or Cards

1

,,,f-lteration Traces

|~ Iteration Summaries

Figure 7.~ POST Output Options

The basic trajectory printblock can be defined, in terms of size and con-
tent, by the user. Any common variable computed in the program can be output
by including its hollerith name in the printblock definition. If the user
does not wish to define a printblock, then a nominal default printblock can be
used. Any printblock may be modified with additions and/or deletions according
to the rules described in reference 1.

12



The targeting and optimization output has two levels of detail.

The

iteration summary is the output most frequently used and it is always dis-
played in the printout.

understand the progress of the iteration process.

This summary contains all the information required to
Information, such as tra-

jectory sensitivities, stepsize limits, univariant curvefit summaries, current
control variables, current constraint errors, and current performance are in-

cluded in the summary.
ing, a detailed iteration trace can be requested.

When the iteration is judged to be improperly converg-
This trace gives all in-

formation required to determine the exact iteration cycling calculations and
prints the data in the exact chronological order that they were calculated

internally.

The data are usually only required when new problems are being

formulated, and are extremely useful in identifying problem formulation and

setup errors.

It also gives key information that can be used by experienced

POST users to speed up the convergence of the targeting and optimization algo-

rithms.

During the past several years, POST has been used to

Program Applications

solve hundreds of

performance and mission analysis problems for atmospheric and orbital vehicles.
A brief summary of the more standard applications of POST is contained in

Table 5.

The spectrum of problems shown in Table 5 gives

the overall versatility of POST.

TABLE 5,- TYPICAL APPLICATIONS OF POST

some indication of

CPU Time Required
Type of Optimization Typical Constraints to Solve Problems,
Mission Type of Vehicle Variables Equality Inequality min
Ascent to Titan I1IC & DSE, Space| Payload, Weight at Radius Dynamic Pressure| 2 -~ 20
Near-Earth | Shuttle, Single Stage Burnout Fuel, Burntime, | Flight Path Angle | Accelerations
Orbit to Orbit (VIO and HTO) Idesl Velocity, Velocity
Inicial Weight
Ascent to Titan IIIC, Shuttle/ Payload Apogee Dynamic Pressure| 3 -~ 50
Syachronous | Tug Perigee Angle of Attack
Equatorial Inclination Pitch Rates
Orbic
Ascent Space Shuttle Abort Interval Landing Site Acceleration 2+ 5
Abort Longitude and Dynamic Pressure
Latitude
ICBM Titan 1I, Payload Lactitude Flight Path 2+ 20
Ballistic Minutemssn I & 1I, Misc Distance Longitude Angle at Entry
Missile Safeguard Crossrange Acceleration
Downrange during Eantry
Reentry Space Shuttle, X-24C, Heat Rate Latitude Heat Rate 3~ 18
Singls Stags to Orbit Total Heat Longitude Acceleration
Crossrange Crossrange
Downrange
Orbital Transtage, Payload Radius Attitude Angles 0.5 10
Maneuvers Space Tug, 1IUS, Fuel Velocicy Perigee Altitude
Solar Electrical Flight Path Angle
Propulsion Argument of
Perigee Period
Apogee, Perigee
Alrcrafe X-24B and C, Space Mach Number Downrange Dynamic Pressure | 0.1 ~ 5
Performance | Shuttle Subscale, Cruise Time Crossrange
Subsonic Payload Dynamic Pressure | Dynamic Pressure
Jet Cruise, Hypersonic Velocity and at Max Altitude
Bombers and Mach Altitude
Interceptors

13



The generality of POST that makes it ideal for detailed vehicle per-
formance work also gives it a unique capability for estimating performance for
advanced vehicle concepts. A few applications of POST to advanced vehicle/
mission concepts are (1) single-stage to orbit trajectory optimization, (2)
hypersonic cruise vehicle optimization, (3) parachute simulations for solid
rocket booster recovery concepts, (4) guidance algorithm development for ma-
neuverable reentry vehicles, (5) ascent optimization for a Mars sample return
mission, and (6) simulation of a Mars entry using advanced video guidance con-
cepts.

PROGRAM STRUCTURE AND FORMULATION

Executive Design

POST executive logic was designed to provide (1) readily learned input and
output procedures, (2) flexible trajectory simulation, (3) detailed vehicle
modeling, and (4) generalized targeting and optimization. These goals are met
by the POST executive structure, which is presented in Figure 8. As indicated,
executive routines are used throughout. These routines control the program
execution flow by calling subroutines containing the actual mathematical com-
putations. This modular structure allows the program to be modified quickly
and easily.

Both 3D POST and 6D POST are structured in three overlay levels, (0, 0),
(1, 0), and (2, 0), respectively. The first overlay (0, 0) is the master
executive overlay, which controls the overall program. This overlay controls
the read-in of input data and determines which trajectory computations are to
be performed. All utility routines are contained overlay in (0, 0).

Overlay (0, 0) first calls overlay (1, 0), which reads the namelist input
data from cards and stores the processed data on discs for later use.

Overlay (2, 0) is called by (0, 0) after (1, 0) has completed the input
processing tasks. The first decision in overlay (2, 0) concerns the type of
simulation; i.e., single trajectory or search/optimization mode. If a single
trajectory is to be run, the program calls overlays (2, 1) (2, 2), and (2, 3)
sequentially, then returns to the master overlay (0, 0)., If the search/optimi-
zation mode is to be used, the program control is turned over to subroutine
MINMYS, which calls overlays (2, 1), (2, 2), (2, 3), (2, 5), and (2, 6) as re-
quired to perform the search/optimization function. When convergence has been
achieved or the maximum number of iterations has been exceeded, control reverts
back to the master overlay (0, 0) for the next problem.

14
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Basic Simulation Executive, 3D and 6D Changes Required for 6D POST

f.7 TRAJ
6.1 DINPT{LVERLAY(PCST21,2,1) o
7.1 SETESN REPRODUCH:ILITY OF THE
642 SAVIC T & \
643 SETIV ORIGINAL TAGE IS POOR
ba.b PHIXM](OVERLAY{POST22,242)
Tel CYCXMI
8.1 DYNXM]
9.1 DYNXA {CR DYNXB) 6D  Initislization
10.1 DERV]
11.1 MOT]aAL N 1.1 wCTIAL
12.1 ORBTR 17,1 PRATR
12.2 WINDS l;; :l!"::"'
12.3 6UIDI 12,3 cure
13.1 QUATI 1X.1 ODATY
13.2 QUAT2 13,2 AUAY2
3D Initialfzation 12.4 GUID! > OR 13.2 nuATy
13.1 OLGM 4 12.¢ ?QT:xnlri
13.2 OLGOM . ’
12.5 1RMTIRX 1%, 7 ALRAM
12.6 WGTIN? 1246 19nTRX
12.7 INTGRL 12,6 WOTIwY
12.8 ATMDS / 12.7 INTE™L
10.2 DYSIL 12,4 aT4CS
11.1 DLOOK 1748 7MATT
8.2 AUXFM]
9.1 EPHEM
10.1 FCRMN
10.2 Sun
8.5 TGOEMI]
Ret INFXM]
9.1 PAGER
9.2 PRNTIC
6.5 CALE
betb PHZXM(OVERLAY(POST23,2,3)
7.1 1GUEM
Teg CLGM
5.1 GSENSR
B.c GNAV
8.3 GGUID
9.4 GONTRL
T3 CYCXMy OR CYCYM
Toh DYNXM
8¢1 DYNS1, DYNS2, OR DYNS3
4.1 KUK, SVDU, OR TWOBDY
9.2 DER]V
10.1 GSa
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11.2 MOTION .
1l1e3 AUXEM
H:; E:t::e 6D Equations of Motion
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1u.2 MDTION, CR MOTENC o1 :Er:m‘..“,
11.1 ATMCs 1122 ATwec
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12.1 CLGM 1128 ~gw
30 Equations of Motion 12.2 OLGOM 11 6 I
1l.4 JEMTRX * D
> —— 11,7 AUTCOM
11.5 AERC 12,1 ayvoy
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12.1 TRIM 11.0  sEanur
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11.7 TMOT™ PR
11.11 AfoFv
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6.2 DGAMLAM
b3 BALXGI]
8.4 BACKOK
3.5 XRNGE1
6.6 XRNGEC Auxilary Calculations
€.7 DPRNy
B.H CONIC
t.¥ MON]ITP
E.lu HEWGT
b.11 TRACKER
E.12 ANMPY
.13 CALSPEC
Teb INFXM
8.1 CONVU
8.7 PAGEF
b.3 PBLOCK

7.7 CLEPFL

Figure 8.- Concluded



An outline of the approximate calling sequence for each routine is included
in Figure 8, and shows which subroutines are called by a given routine, thereby
allowing the detailed logic flow to be followed easily. The overall program
logic described by the overlays is as follows:

1) oOverlay (2, 1) reads the previously processed input data from tape,
locates the data for the current phase (event), and initializes the
program values based on this input;

2) Overlay (2, 2) initializes the equations of motion for the current
phase;

3) Overlay (2, 3) integrates the equations of motion from time ti to a

specified stopping condition for the current phase;

4) Overlay (2, 5) calculates the control corrections based on the search/
optimization algorithm being used, limits the control parameters that
violate the control parameter constraints, and tests for convergence;

5) Overlay (2, 6) prints out an iteration summary at the end of each iter-
ation. It also performs any other information output tasks required by
search/optimization algorithm, such as printing trail step summaries.

The program dictionary (subroutine DICT) performs a one-to-one mapping of
variables in common and the Hollerith names by which the user can select the
variables for a variety of uses, including output, stopping conditions, control
variables, and targeting variables.

POST uses a generalized table storing and lookup procedure whereby the size
of tables is limited only by the total data storage allocation of 1500 cells.
Each table has its own multiplier. This is accomplished by dimensioning the
table by (2). The first location contains the address of the table and the
second location contains the table function multiplier. The generalized table
lookup (GENTAB) is set up to handle all allowable types of tables, namely,
constant-value, monovariant, bivariant, and trivariant,

The interaction between the targeting/optimization logic and the trajectory
simulation was designed so that the trajectory calculations represent an ex-
ternal evaluation of the objective function and the constraints. In this manner,
any change to the trajectory simulation capability of the program automatically
is available to the targeting and optimization logic.

Coordinate Systems

POST uses numerous coordinate systems to provide the necessary reference
systems for calculating required and optional data. The key computational coor-
dinate systems are illustrated in Figure 9 and 10, and the definitions of all
coordinate systems used are summarized in Table 6. The equations of motion are
integrated in the Earth-centered Inertial (ECI) frame. Thus, the external
thrust and aerodynamic forces, which are computed in the body coordinate system,

17
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Instantaneous Orbit

VI Vehicle Position

1
il

Figure 9.- Coordinate System Geometry

The absolute location of the
body reference system is
arbitrary because only the
relative distances are used
in the Equations of Motiom.

Figure 10.- Body Frame
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TABLE 6.- POST COORDINATE SYSTEMS

Coordinate System Axes Definition

Earth-Centered Inertial (ECI) (xI. yl‘ zl) Earth-centered Cartesian system with z, coincident with the North
: Pole, xp coincident with the Greenwich Maridian at time zero and
and in the equatorial plane, and Y1 completing a right-hand

system. The translational equations of motion are solved in this
system.

Earth-Centered Rotating (ECR) (KR' Yp* ZR) Similar to the ECI system except that it rotates with the Earth
so that xR is always coincident with the Greenwich Meridian.
Earth Position Coordinates (0 s 8, h) These are the familiar latitude, longitude, and altitude desig-
g nators. Latitude {s positive in the Northern Hemisphere. Longi-

tude is measured positive East of Greenwich. Altitude {a measured
positive above the surface of the planet.

Geographic (G) Axes (xc. Ygr zc) This system is located at the surface of the planet at the

vehicle's current geocentric latitude and longitude. The xg axis

is in the local horizontal plane and points North, the Yo axis is
in the local horizontal plane and points East, and zc completes &
right-hand system.

Inertial Launch (L) Axes (KL' yp» ZL) An {nertial Cartesian system that is used as an {nertial reference

system from which the inertial attitude angles of the vehicle are
measured. This coordinate system is automatically located at the
geodetic ¢ and inertial longitude of the vehicle at the start of
the simulacion.

Body Reference (BR) Axes (xBR' Ypr* ZBR) Right-hand Cartesian system aligned with the body axes as follows.
The XgR axis 1s directed along the negative 33 axis, the Y8R axis

is directed along the positive vy axis, and the z is directed

BR
along the negative zy axis.

Orbital Elements (hl. b, i, w, 8, Q) A nonrectangular coordinate system used in describing orbital

P motion. The orbital elements are apogee altitude, perigee alti-
tude, inclinacion, longitude of the ascending node, true anomaly,
and argument of perigee.

Vernal Equinox (VE) Axes (xVE' Yyg® zVE) A 1950 mean equator and equinox Earth centered inertial system.
The g axis is {n the equatorial plane and 1s directed forward

of the vernal equinox of 1950, the zVE axis is directed along the
north pole, and YvE completes the right hand system.

Body (B) Axes le' Yg» zB) The body axes form a right-hand Cartesian system aligned with the
\ axes of the vehicle and centered at the vehicle's center of

gravity. The Xy axis 1s directed forward along the longitudinal

axis of the vehicle, Yg points right (out the right vingj. and zy

points downward, completing a right-hand aystem.

must be transformed to the ECI system. This is performed by the inverse of the
transformation matrix, [IB]. The [IB] matrix is functionally dependent on the
attitude of the vehicle, and is calculated based on the equations describing the
attitude steering option selected by the user. POST contains four standard
attitude reference systems as described in Figure 11, Any given trajectory
problem may require use of one or more of these systems. For example, simula-
tion of a complete ICBM trajectory typically involves the use of inertial Euler
angles during first and second stage boost, relative Euler angles during third
stage flight, inertial aerodynamic angles during the postboost maneuvers, and
finally aerodynamic angles during reentry. The availability of all these op-
tions, while confusing to new users, is a valuable aid to the experienced tra-
jectory analyst, and enables him to steer each phase of the trajectory in the
most appropriate manner.
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The matrix transformations between each pair of the coordinate systems
are presented in Volume I. The basic relationships between the principal com-
putational systems are depicted in Figure 12. The inverse transformations be-
tween these coordinate systems can be easily computed by merely transposing
the matrix elements because of the orthonormality of these matrices.

Planet Model

The planet model consists of three basic categories of equations and input
data: (1) oblate planet geometry and constants, (2) a gravitational model and
its constants, and (3) &z atmosphere model that includes winds. In each of
these categories, the user can select prestored options to minimize the amount
of required input data. On the other hand, if the desired option is not avail-
able, then the user can define his own model via input constants. The only
inherent program limitations are defined by the equations representing the vari-
ous models.

The oblate spheroid model is defined in terms of the equatorial radius RE’

the polar radius Rp’ the rotation rate Qp’ the gravitational constant u, and

the second, third, and fourth gravitational harmonics, Jj, J3, and Jy, respec-
tively, The 1960 Fisher Earth models are preloaded in POST. The geometry of
this spheroid is illustrated in Figure 13.

North Pole
§ o Vehicle
Pl

e
h

16

Figure 12.- Transformations
between Coordinate
Systems

South Pole

Figure 13.- Oblafe Planet Geometry

The gravitational model includes optionally second, third, and fourth
harmonic terms. This model is adequate for near-Earth ascent, on-orbit, and
entry performance work. For extremely high -altitude satellite maneuvers or
ephemeris prediction, a more detailed model that includes lunar and solar per-
turbations and higher order harmonics is generally required. These terms are
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not included in the standard POST program but are available in a special
orbital version.

The gravitational accelerations calculated are given by the equations

X
GXI -Uu 3 P(z, r)

Gyp = - %g P(z, 1)

G =-:—3[(1+JR2 (3-522)) z+H§i(622-72222—%r2)

+ DR“ (%2-- 1022 + 92”) z] (1)

where

3
P(z, r) = [1 + JR?(1 - 522) + H 5— (3 - 722) z + DR* (9z‘+ - 622 + %)]

and

x=xI,y=yI,z=zI,r=rI,

3 5 _ 35
R RE/I‘I, Z ZI/‘L‘I, J EJz, H -2— J3, D= - 8 Jy

POST has the optional capability of three atmospheric models--the general
table lookup, the 1962 U.S. Standard atmosphere and the 1963 Patrick AFB atmos-
phere using polynomials. The general table lookup model gives the user the flexi-
bility of inputting his own atmospheric model if none of the preloaded models 1is
adequate. This is particularly useful in performing trajectory analysis for
planets other than Earth.

The table lookup atmosphere model can be defined entirely by using tables
that show pressure, temperature, speed of sound, and density as functions of
altitude. The speed of sound and density tables can be omitted if desired; in
this case, the speed of sound and density are computed as

CS = K1 T
P
o} Kz T (2)
YR* MO
where K; = M Ky, = rer Y is the ratio of specific heats, MO is the molecular
0

weight, and R* is the universal gas constant. The equations and constants de-
fining the 1962 U.S. Standard and the 1963 Patrick AFB atmosphere models are
given in reference 4.
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The atmospheric wind velocity components can be input as tables using
either meteorological or vector notation. If these tables, which are normally
functions of oblate altitude, are not input, then the atmosphere is assumed to
rotate uniformly with the planet.

The wind velocity components can be input directly in the geographic frame
by defining Uy Virs and wys OT by defining the wind speed (V ), the wind azimuth

( W)’ and the wind azimuth bias (AZWB)' The resulting wind velocity components

in the G-frame are:

—vw(h) cos (Azw(h) + AZWE{]

Voo = | Wy sin (Azw(h) + AZWB)

w, (h) (3)

It is clear from the above equation that to input vector wind data AZWB must be

input as zero, whereas for meteorologic data the preloaded value of 180 deg
should be used.

The wind velocity in the ECI frame is then given by

= [16]7! (4)

Va1 Yae

Thus, the atmospheric relative velocity vector in the ECI frame is

Vehicle Model

The vehicle model consists of five general categories of equations and
data: (1) mass properties, (2) propulsion, (3) aerodynamics, (4) aeroheating,
and (5) guidance, navigationm, and control (GN&C). The mass properties model
{ncludes the calculation of vehicle and propellant weights, moments and products
of inertia, and the location of the vehicle center of gravity. The propulsion
model computes engine thrust and flowrate for as many as 15 separate engines.
Standard equations for modeling rocket, turbojet, and ramjet engines are avail-
able in the program. The aerodynamic model includes all standard ways used to
describe aerodynamic force and moment coefficients for both 3DOF and 6DOF work.
The aeroheating model includes all popular heatrate calculation methods, such
as the standard Chapman's equation for laminar flow and a nonstandard maximum
centerline technique developed for Space Shuttle. The GN&C model includes all
equations used for 3DOF openloop steering, as well as general modules for
specific 6DOF simulation of an actual flight control system. These modules
include: (1) a sensor module, (2) a navigation module, (3) a guidance module,
(4) an autopilot module, (5) a controls module, and (6) an airframe module.
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Several specific models are available in each of these general modules; however,
in most cases these modules must be either modified or replaced when a new
system is to be simulated. Procedures for making these modifications or addi-
tions are described in reference 5.

Mass properties.- There are numerous options available for specifying the
initial gross weight of the vehicle, calculating the time rate of change of the
vehicle's gross weight, and computing the amount of weight to be jettisoned at
specified events. The details of these options are presented in Volume II, and
only the general principles are given in this document.

The basic approach employed to compute the time history of the vehicle's
gross weight is to specify only the gross weight at the first event and then
subtract weight losses due to propellant consumption, ablation, and staging.
Using this approach, the gross weight of the vehicle at the beginning of the
simulation is given by

W, =W, +W (5)

where wSTG is the gross weight without payload and WPLD is the payload weight.
The weight of the vehicle during any particular phase is given by

+

WG(t) = WG - WG dt (6)

where Wg is the gross weight on the positive side of the event defining the
beginning of the phase, and WG is the total derivative of gross weight result-

ing from engine flowrates and/or thermal protection system ablation. For events
other than the first, the change in gross weight across the events is computed

as

+ -
We = ¥Wg - wjett - ¥pr 7

where wjett is the jettison weight, and WPR is the weight of propellant remain-

ing in the previous stage. The propellant remaining can be computed for all
engines or for a single selected engine, and is given by

oA
Wpg = W = Wpg (8)

where W: is the initial weight of propellant and WPC is the amount of propellant

consumed. This latter term is computed as

i o
Woe = ¥y +wap dt (9)
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where ﬁp is total flowrate for the selected set of engines, and W;C is the in-
jtial value used to carry this parameter over a selected set of phases. When
W;C is set to zero at the beginning of a phase, then WPC represents only the

amount of propellant used during that phase. The jettison weight, W , can

jett
be computed as an input constant or determined from an input mass fraction
table. When mass—fraction is used to determine jettison weight, then

1/1
Wjett = WP (i-~ l) (10)

where A is the stage mass fraction computed from a user's input table. The
composite center of gravity and the inertia matrix are input in the vehicle
reference system as defined in Figure 1l4. In 6D POST, the moments and pro-
duces of inertia are defined as the integrals

= 2 2 =
Ixx Jy¢ + z¢ dv Ixy Jxy dv

I = fx2 + 22 dv I = [fyz dv
yy b3

= [x2 2 =
Izz [x% + y% dv Iyz [xz dv (11)

and the inertia matrix is given by

(1 -1 -1 ]
XX - xy Xz
(1] = | -1 I -1
xy yy yz
L_Ixz -Iyz Izz ] (12)

Generally, the center of gravity coordinates and the elements of the inertia
matrix are input as tables with gross weight as the independent variable.

Propulsion.- POST can simulate both rocket and jet engines. As many as
15 engines can be used in either mode in any simulation phase. The equations
used to calculate net thrust and flowrate per engine are summarized in Table 7.
The thrust equation, computed in the Body frame, is given by

ETBi =Yy (13)

where Ti is the net thrust of the i-th engine, and uy
the thrust direction. In the general case, the direction of the thrust is
computed as

is a unit vector along
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cos Se cos Se
P

u = | sin 8e

- cos 8e sin Se :
i cos y P | (14)

where Gep and 6ey are the pitch and yaw engine gimbal angles as defined in

Figure 15. 1In most 3DOF simulation work, u is simply a unit vector in the
direction of the x-body axis.

Engine Gimbal Point
Aerodynamic Reference Center

c.g. Location

=icy . B x
/ / \\E P g >~ - - ref
%:‘b— l-w ) --...,.~-_r’)§ wx o
oy o
Origin of
‘ () (6D) Reference
X I Frame
Yy w y Arbitrary
YB (6D) z ref
47 1
zz
(6D)
zB

Mass Properties Input:

1) Moments and Products of Inertia in Body Frame (Tables)

2) Engine Gimbal Points in Body Reference Frame

3) Aerodynamic Reference Point in Body Reference Frame (Tables)
4) Center of Mass Location in Body Reference Frame (Tables)

Figure 14.- Mass Properties Input
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TABLE 7.- BASIC THRUST AND FLOWRATE EQUATIONS

Rocket Turbojet Ramjet
Thrust Thrust Thrust
Exit Area
Tg " " Tvac ~ 42 ph) Tp=n ;2— (TJ/G) T TNt
s8
Vacuum Thrust § = pressure ratio - P(h)/Psl Thrust Coefficient
Throttle Setting
Flowrate : Flowrate Flowrate
//////—Maximum
} S P’°’;ii::::2 Specific Fuel
1) W = -g p Consumption
woe[T » _f_)(Ii)
Tar Par Yo ¢ .
. T W = sfc TQJ
2) W = -n ’vac ’
Il
Pyac - I
' T

-1

Vacuum I
sp

»

Figure 15.- Engine Gimbal
Angles

Aerodynamics.- The aerodynamic force coefficients can be expressed in
terms of the axial force, normal force, and side forcge, CA’ CN’ and CY’ re-
A and CN produce -forces that act in the -Xp and ~zy direc-

tions, and CY produces a force acting along Yg* The aerodynamic force coeffi-

spectively., Here C

cients can also be expressed in terms of the .l1ift, drag, and side-force
coefficients CL’ CD, and CY (Figure 16), where CL and CD are directed normal
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to, and along the velocity projection, in the Xp~Zg plane, Note that CY pro-

duces a side-force, F » acting in the direction of Yy

Avg

Borizontal Plane

Figure 16.- Aerodynamic Angles

Lift and drag force coefficients are transformed internally to axial and
normal force coefficients as follows:

CA cos a -sin a CD

CN sin a cos a CL (15)

where o is the angle-of-attack.

L
pitch, and Cn - yaw., The pitch and yaw moment coefficients are used in the 3D

The aerodynamic moments coefficients are defined as: C, - roll, Cm -

POST static trim option, and the roll coefficient is added only in the 6 DOF
version.

All aerodynamic coefficients can be input as constant, monovariant, bi-
variant, or trivariant tables. In general, there are four tables allocated to
each coefficient in 3D POST, and eight tables per coefficient in 6D POST. Most
of these tables can have arbitrary mnemonic multipliers. The mnemonic multi-
plier capability enables either the coefficient or its slope to be input di-
rectly into the program. The mnemonic multipliers can be input as the name of
any computed variable in the output variable list. The coefficient for a given
table is then the value of the table lookup multiplied by the value of the
variable defined as the mnemonic multiplier., The values of the aerodynamic
force coefficients are computed by summing individual contributions as defined
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by user input. As an example, the axial force coefficient is computed from the
general equation

C.pép+C
As As

y 8§y -- 3D POST

= + +
C, cAD C M

3

C, a da + CA5e da + CAGr §r + E CA fi Gfi -- 6D POST

A
§ 1=1 8

(16)
where each of the coefficients C, through CA f3 can be defined as functions
0 J

of as many as three variables, and the mnemonic multipliers M; through &f;3

can be defined by Hollerith input. Typical examples of CA are:

A

CA = CAO(M) + CA(M) a
mnemonic multiplier
monovariant tables

or

CA = CA(a,M) 1

no mnemonic multiplier
bivariant table

In 3D POST, 6p and 8y are generalized pitch and yaw control surface deflection
angles. Similarly, in 6D POST 6fi, i =1,2,3, are general deflection angles,

and da, Se, and 8r are the aileron, elevator, and the rudder deflection angles,
respectively. The detailed equations for all aerodynamic coefficients are
given in the formulation manuals.

A
Fog=a5| G
~Cy _ 17
where the dynamic pressure q is given by
q = %—pV 2

and S is the aerodynamic reference area.
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Aeroheating.- POST provides for a wide variety of aeroheating calculations.
Some of these options are specific in nature and apply only to particular ve-
hicles, whereas others are quite general. The general option is based on tri-
variant table interpolation of a user-defined heat rate table and provides com-
plete flexibility with regard to vehicle shape and heat transfer methods. An
approximate maximum centerline heating rate option is also provided. This
approximation is based on an analysis of heat rate data calculated by the
MINIVER aerodynamic heating computer program. A least squares curvefit was
used to obtain fifth order equations that describes the curves for reference
heat rate and for the altitude-velocity and angle of attack corrections. The
equations in this option were written for centerline locations aft of the nose
of the vehicle. These equations are presented in the Formulation Manual. The
other heat rate models are based on Chapman's equation

- 3.15
q = x 17600 (L)%(V_R)
/Ry \PsL Ve

where the scale factor, K, can be computed from a table look-up.

In addition to the basic heat rate calculation, POST contains several aero-
dynamic heating indicators that provide useful information associated with the
heating environment. One such indicator for zero total angle of attack is

t

Q =f v, dt,

o
which can be modified for various nonzero angle of attack situations.

These heat rate indicators can be used in conjunction with a ten panel
vehicle heating model to incorporate the heating calculation in the vehicle
weight calculations,

In this simplified model, the total heat for each panel is assumed to be
a constant ratio of the total heat calculated by the selected option at a given
location on the vehicle. The total thermal protection system (TPS) weight is
then computed as the sum of the individual panel weights,

10
Wrps =Z qui Ay
i=1

where qu is the weight per unit area and Ai is the area of the i-th panel.

1
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Guidance and Control.- POST can simulate both open loop and closed loop
guidance. In 3D POST, the vehicle's actual attitude is computed directly from
an attitude equation (polynomial, table, etc.) or from a user-programmed guid-
ance equation. This approach simulates a perfect autopilot where the actual
and the commanded attitudes are identical. In 6D POST, the complete flight
control system can be simulated in substantial depth. However, this generally
requires that the user code the detailed models associated with the particular
sensor, navigation, guidance, autopilot, and control systems being simulated.

The sensor module computes information that describes the behavior of the
sensing elements of the vehicle's navigation system, Thus, the primary func-
tional responsibility of the module is that of simulating hardware character-
istics of sensors. For example, the behavior of an inertial measurement unit
(IMU) can be described by a mathematical model of the platform and the accel-
erometers. Frequently this module is used for error amalysis purposes.

Sensor models called by this module are necessarily vehicle and subsystem
dependent. As a consequence, the sensor model must be designed and imple-
mented for each particular application.

There are many applications of the program that do not require a specific
simulation of the sensors. Therefore, for convenience, a 'perfect' sensor
model is coded into this routine. This "perfect' sensor model sets the sensed
program variables equal to their actual values as calculated in the simulation
models.

The function of the navigation model is to estimate the state (position,
velocity, etc.) of the vehicle based on the sensor outputs. Clearly, this
module is also vehicle and subsystem dependent and must be designed and imple-
mented for each specific application. The 6D POST contains no built-in navi-
gation models. As a consequence, the estimated state is set equal to the actual
state. This is also equivalent to simulation of perfect navigation.

The guidance module takes the output of the navigation model and computes
a guidance command. Typically, the guidance command represents a desired change
in the current attitude of the vehicle. This command is computed on the basis
of meeting some specified trajectory condition, such as an inject condition or
a landing condition. The autopilot is designed to remove the errors between
the commanded values of the guidance variables and their actual (or sensed)
values. This is accomplished by deflecting engines, control surfaces, and/or
firing RCS jets.

The current version of 6D POST contains three preloaded guidance options:
(1) an open-loop profile steering; (2) a closed loop v-h profile ascent algo-
rithm; and (3) the constant drag Space Shuttle reentry scheme. I1f these methods
are inadequate, the user may implement his own guidance algorithm into this

module.
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The function of the autopilot module is to generate a command that, when
implemented through the deflection equations contained in the controls module,
causes the vehicle to respond as prescribed by the guidance module, This func-
tional responsibility is depicted in Figure 17.

Guidance module ;] e=08 -6 Autopilot module

- - "8 ' &6 Controls model
Models: ) Models: b
1) V vs h profile 1) Shuttle ascent = Eo + [M] g8
2) Shuttle reentry s 2) Shuttle reentry

Actual or sensed To airframe
vehicle state, e.g., model

acceleration, attitude, N, v’

attitude rate
N ———

<“[:___--from Simulator

Nomenclature:

8 - Guidance command

“c

ga - Actual or sensed values of guidance variables

e - Generalize error signal

68 - Pitch, yaw, and roll autopilot command

8 - Deflection (engine or aerodynamic surfaces) angles )

Figure 17.- Guidance and Control Block Diagram

The autopilot module calculates only autopilot commands based on the input
guidance commands, and does not calculate engine or control surface deflections.
The engine and control surface deflections are computed in the controls module
as a linear function of the autopilot commands. The autopikot commands §6, §¢,
Sy represent changes in vehicle attitude. The mixing equations determine the
engine and control surface deflections that create the control forces and
moments,

Currently, there are two Space Shuttle autopilot models available in 6D
POST. One autopilot is for ascent and the other for reentry. The ascent auto-
pilot is somewhat standard and could be used on most ascent problems with little
or no modification. The basic inputs to this model are: attitude commands
from the guidance, inertial attitude angles, body rotational rates, transla-
tional accelerations, and preloaded engine deflection commands. The outputs
are pitch, yaw, and roll autopilot commands, which are sent to the controls
module to determine the engine deflection angles. The reentry autopilot is
Space Shuttle-oriented and is probably not applicable to other vehicle
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configurations. This model is intended to provide attitude control for Space
Shuttle beginning at an altitude of approximately 400 000 ft and ending in the
high subsonic flight regime. The control logic makes use of both aerodynamic
control surfaces torques and reaction control jets. .

The controls model converts pitch, yaw, and roll autopilot commands to
aerodynamic control surface deflection angles and/or engine gimbal angles. The
conversion of the autopilot commands into deflection angles is implemented
through the matrix mixing logic given by the equatiom

§ =8 + [M] 86 (18)
8=8, 8

where g.denotes a general deflection angle with a null position of §0, [M] the

mixing gains, and 66 the autopilot commands. The gains contained in the mixing
matrix, [M], and the null deflections, §°, are specified by user input.

In 3D POST, there are five basic types of openloop guidance options for
controlling the attitude of the vehicle during 3 DOF trajectory simulation.
These options are as follows:

1) Body rates;

2) Aerodynamic angles;

3) 1Inertial aerodynamic angles;

4) Relative Euler angles;

5) Inertial Euler angles.

The body rate option is generally used to simulate strapdown systems with the

body rates being computed from user-specified polynomials. The attitude of the
vehicle is then determined by integration of the quaternary equation

&= 2 [E] u (19)

When using this option the user must specify (1) the initial attitude of the
vehicle, and (2) the coefficients and the Hollerith names of the arguments of
the polynomials used to compute the body rates.

Atmospheric and inertial velocity relative aerodynamic angles are gener-
ally used to simulate reentry and orbital maneuvers, respectively. Similarly,
relative and inertial Euler angles are typically used to simulate vehicles that
employ local horizontal or inertial reference systems. In all of these appli-
cations, the attitude angles can be computed based on five basic techniques:
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1)

2)

3)

Polynomial steering: Under this option the steering angles are com-
puted from a cubic polynomial

3

JORDIERS (20)

i=0

where the user selects the coefficient ¢, and the independent vari-
able y. The highest—order coefficient tﬁat is input determines the
degree of the polynomial. The argument can be selected as any in-
ternally computed variable; e.g., time, velocity, altitude, etc. The
constant term of the polynomial, ¢ » can be either input at the be-

ginning of each phase or carried across as the value of the angle at
the end of the previous phase. The polynomial coefficients are gen-
erally used as the independent variables for targeting/optimization.

Table steering: Under this option the steering angles are computed
via table interpolation, which is denoted by

o(y) = o T [£(y)]. (21)

The user initially inputs the table multiplier Gm, the order of

interpolation n, and the table data [y, f(y)]. The table multiplier
or the dependent table values can be used as independent variables
for targeting or optimization. The order of interpolation can either
be linear or cubic. The tables'can be monovariant, bivariant, or
trivariant functions of the table arguments.

Piecewise linear steering: Under this option the steering angles are
computed from a general piecewise linear function of the form

6(y) = ¢ + [%—:——yc—ll] (v - y1) (22)

where c) is equal to © at the beginning of the current phase, ¢, is
the desired value of 6 at a designated later event, y; is equal to
the value of the designated event criterion at the beginning of the
current phase, y; is the desired value of the designated event, and
y is the current value of the designated event criterion,

This option is similar to the polynomial option except that the values
of 6 are specified directly rather than as 6y, 6, 6 and - Clearly,
8 is linear in time if y = t; otherwise 6 is only linear in y. When
the desired values of the steering angles are used as independent
variables, the problem of cascaded steering effects is avoided and

the targeting/optimization algorithm generally converges faster. This
option also automatically computes the steering angle rates required
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4)

5)

to change the attitude to the desired value at the designated event,
which reduces the problems related to guessing accurate initial pitch
rates.

Linear feedback steering: Under this option the steering angles are
computed from the linear error-error rate feedback control law

6 = ¢y + KD<Fa - Fd) + KR<Fa - Fd) (23)

where ¢y is a nominal steering angle profile, KD is the displacement

error gain, K_ 1is the rate gain, Fa - F, is the error in the steering

R d

function error.

This option is, of course, the classic path control law, and enables
the user to steer to a wide variety of trajectory profiles, such as
velocity versus altitude profile, acceleration versus altitude pro-
file, etc. This option is particularly useful for reentry trajectory
shaping.

Generalized acceleration steering: Under this option the steering
angles are computed by solving a set of user-specified equations. The
dependent and independent variables in these equations must be selected
from the dictionary of variables already computed in POST. The only
restriction is that these equations must be explicitly a function of
some derivative .compound in the inner loop of the program.

In more precise terms, the steering variables are determined from the
iterative solution of the problem:

For each instant of time, determine the values of the steering vari-
ables, 6, that satisfy the steering equations,

e(® =y -y,=0 (24)

where y is a n-component vector of dependent variables, 74 is the de-

sired value of these variables and e the error in dependent variables.
A typical application of this option is control normal acceleration

to one-g and axial acceleration to three-g by calculating the angle

of attack and throttle setting that solves the equations

AXB(a’ ﬂ) - 96.6 0

(25)

1
O

AZB(a, n - 32.2
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Trajectory Simulation

The trajectory simulation features consist of the integration of both the
translational and the rotational equations of motion, the event interrupt and
sequencing logic, and the numerical (in some cases analytical integration)
methods. The flexibility that the user has in selecting these three features
is the key to the utility of the POST programs.

Translational equations.- The translational equations of motion are solved
in the Earth-centered inertial coordinate system (ECI). These equations are

_.r.I = !I

U -1
vy + (18] [5:1'3 * é16.13] & (26)

where éTB is the thrust acceleration in the body frame, éAB

acceleration in the body frame, and 91 is the gravitational acceleration in

is the aerodynamic

the ECI frame. The external accelerations are first computed in the body frame
and then transformed to the ECI frame. The external forces that cause these
accelerations are illustrated in Figure 18, 1In 6D POST, the net translational
force due to the reaction control system are also included in the total non-
gravitational force acting on the vehicle.

-FAZB-Normal Force

XB-axis

A —
!-R‘\L\ o~
BR -

eR = g + YR Drag
Thrust Rocket

External Forces in Body Frame:

; (Jet) FAXB-AXial
= Force
ET + Fy IF fWeight
ZB-Axis

Forces in Inertial Frame:

1
S om - mG
m vy [1B] [ET + EA] + mby

Figure 18.- Force System in Pitch Plane
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There are a number of options for initializing the translational equations

of motion.

These options are summarized in Table 8.

The most frequently used

option is the planet relative spherical coordinates (¢, 6, h), and the local
horizontal veloeity components (VR’ Ygo AZR)'

TABLE 8.- TRAJECTORY INITIALIZATION OPTIONS

Position

Velocity

Attitude

Angular Velocity

Inertial Rectangular
(*1* Y1 %1)

Earth - Relative Polar
(r, ¢, 8)

Orbital Element
(a, e, 1, 9, w, )

Inertial Rectangular
(VxI’ VyI’ sz)
Inertial Local Horizontal
(Vi* Y Au1)
Earth-Relative Local
Horizontal (VR' Yg! AZR)

Atmospheric Relative Local
Horizontal (VA’ YA’ AZA)

Orbital Elements
(a, e, 1, 9, w, 8)

Inertial Euler Angles
(¢I' WI- 91)

Relative Euler Angles
(WR) eR’ ¢R)

Aerodynamic Angles
(a, B, 9)

Body Rates (wx' Wy, wa

Inertial Euler Rates
.2 . .
(¢1» 1+ ®)
Relative Euler Rates

(¥ Oa» %g)

Rotational equations.- In 6D POST, the rotational equations of motion are

solved in the body-centered coordinate system.

where

&= 2 [E]

wp
gy = (070 g - 18] gy -y

Mo = Mg Mg

These equations are

(27)
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and

= qS dP Cm - EAB b AEAB

é:z

- _— -
xref xcg
ABAB N Yref ~ ycg
_- Zref ~ zcg_J

In the rotational equations, e is a four-dimensional vector of quaternary

parameters, [E] is the quaternary matrix, O is the inertial angular velocity

expressed in the body frame; MB is the total external moment acting in the

vehicle as a result of the thrust, the RCS, and the aerodynamic forces, and
[I] and [E] matrices are given by

[1] = |-T1.. 1. -1

i Iyz = Lyz Iz |
[ -2, €2 &3
eo 82 —83
[E] =
€0 T¢1 €3
e € -e3J (28)

where the inertia matrix, I, is not necessarily assumed to be constant-valued.
The rotational equations of motion are initialized by defining both the initial
attitude angles and the initial attitude rates. There are three options for
initialization as summarized in Table 7. The equations for each of these
options are presented in reference 6.
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Events and phases.- The concepts involved with the definition of the tra-
jectory sequence of events, and the relationships between these events and
simulation phases are fundamental to the use of POST programs. As a result,
special emphasis should be placed on clearly understanding these simple yet key
concepts.

In POST terminology, an event is defined in terms of three critical ele-
ments: (1) an event number, (2) event criteria, and (3) an event criteria
value. These three elements combine to define a condition, which when it
occurs, caused the trajectory simulation to be interrupted. The ability to
interrupt the simulation based on any user-defined condition can be used for
a variety of purposes. For example, an interrupt can be used to change vehicle
data, such as aerodynamics or propulsion; or to change simulation control data,
such as integration methods and so on.

Mathematically, the i-th event criteria defines a scalar-valued continuous
function, yi(t), and the event numbers index and, in most cases, order these

event criteria. The event criteria value, yi, is used in conjunction with the

event criteria, yi(t), to define the event interrupt equation
vy, (8) - y3 =0 (29)
i i

The time at which the i-th event occurs is then computed by iteratively solving

this equation for the value t = ti, where yi(ti) = yi. This concept is illus-
trated in Figure 19.

yiﬁ A";LT

!
]

!

|
>

ti t

Figure 19.- Illustration of Time-to-Go Logic
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Each event (other than the first event) serves to (1) terminate the pre-
vious phase, and (2) initiate the following phase. This can be explained as
follows. Event i is saild to occur at time t = ti’ and the plus (+) and minus

(-) sides of the i-th event occur at the left and right limit times, t: and t;,

respectively, The trajectory data at time t;, and in particular the last

printblock in each phase, are compyted using the simulation data defined in
phase i-~1., Similarly on the plus side of the event, at tI
are recomputed using the new data (if any) defined by input for phase i. This
subtle concept is very important in the simulations where mass is discontinuous

due to staging, or accelerations are discontinuous because of changes in pro-
pulsion and configuration characteristics.

s the trajectory data

Four types of events have been defined to provide flexibility in setting
up a given problem:

1) Primary events: These describe the main sequential events of the tra-
jectory being simulated. These events must occur, and must occur in
ascending order according to the event number. Most problems will
usually be simulated by a series of primary events;

2) Secondary events: These are events that may or may not occur during
the specified trajectory segment. Secondary events must occur in
ascending order during the interval bounded by their primary events.
The occurrence of a primary event will nullify the secondary events
associated with the previous primary event if they have not already
occurred;

3) Roving primary events: These events can occur any time after the
occurrence of all primary events with smaller event numbers. They
can be used to interrupt the trajectory on the specified criterion
regardless of the state of the trajectory or vehicle.

4) Repeating roving events: These events are the same as primary roving
events except the interrupt values are Input differently. There are
two options for criteria value specifications. Option 1: Input the
initial value, the increment, and the number of times the event is to
be repeated. Option 2: Input an array of event criteria values,

The cycling routine monitors as many as ten events at a time, depending on
the types of events to determine which event is to occur next.

Multiple events are monitored in the following sequence:
1) The next primary event is monitored;

2) As many as nine primary roving events are then monitored, provided
there are no secondary events. A roving primary event is added to the
list of those being monitored as soon as the primary event immediately
preceding that roving event has occurred;
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3) Next, as many as nine secondary events are monitored, provided there
are no primary roving events. (Note that caution must be exercised
when using secondary events because of their nature. Because as many
as nine secondary events are monitored at a time, any one of those
nine will occur as soon as its criterion has been met. Because they
are secondary events, the event that occurs will cancel all secondary
events with smaller event numbers.);

4) Finally, a total of nine primary roving and secondary events are moni-
tored.

Because the program can only monitor nine events (in addition to the next
primary event), the sum of the primary roving events and the secondary events
in a phase must be less than or equal to nine or a fatal error will result,

The time-to-go model iterative solves the event criteria equations and
determines when the events occur during the trajectory simulation. Basically,
the algorithm checks the values of the criteria being monitored at each inte-
gration step. If none of the criteria values has bracketed the desired cutoff
value, then another integration step is taken. If a criterion variable is
bracketed with the input step size, then a new stepsize is computed equal to
the predicted time-to-go.

The predicted time-to-go for each event is computed from the basic secant
equation

Atk = -Ayi(t) At/[Ayi(t + At) - Ayi(t)] (30)

where Ay(t) 1is the difference between the actual and the desired value of the
event criterion. If more than one event is bracketed, then the minimum pre-
dicted time-to-go is used as the integration stepsize. This process is re-
peated until the criterion value is within the specified tolerance of the
desired value. Again see Figure 19,

In POST, the simulation data are input by phase, where each phase is de-
fined by two events—-the event initiating the phase and the event terminating
the phase. As a result, the user is required to define via events the sequence
of trajectory phases that specify from beginning to end the problem being simu-
lated. Physically the data for each phase are located in the data deck be-
tween the Hollerith specification of the events defining the phase.

Specific event numbers, which are selected by the user, must satisfy cer-
tain conditions based on the type of events employed for a given problem. In
general, the event numbers must be monotonic increasing, but they need not be
consecutive, ‘

Integration methods.- There are three general purpose numerical integra-
tion methods available as automatic program options: (1) standard fourth order
Runge-Kutta, (2) an eighth order Runge-Kutta, and (3) a variable-step variable-
order predictor-corrector. The vast majority of users employ the standard
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Runge-Kutta integrator for atmospheric flight simulation. However, recent
computational experience with the predictor-corrector method indicate that it
is substantially more efficient on certain classes of problems, particularly
those requiring orbital propagation. This method, developed by F. T. Krogh of
the Jet Propulsion Laboratories, represents the state-of-the-art in numerical
solution of systems of ordinary differential equations. It includes all of
the following facilities:

1) A core integrator for advancing the solution from one uniform step to
the next consisting of variable order Adams predictor-corrector equa-
tions requiring the storage of a difference table for only the highest
ordered derivatives;

2) A method to start integration with first-order equations and to in-
crease the order to as high a level as numerical stability permits;

3) Algorithms for changing the stepsize and updating accordingly the dif-
ference tables of the highest-order derivatives including appropriate
smoothing to prevent numerical instability;

4) Algorithms for deciding when and by how much to change the stepsize
based on the accuracy requested by the user;

5) Tests for numerical stability of the predictor-corrector order and
stepsize tentatively chosen in the context of the current differential
equation set;

6) Algorithms for the automatic selection of the core integrator to fit
the characteristics of the set of differential equations at hand;

7) An interpolation algorithm for obtaining dependent variable values to
the user-specified accuracy at values of the independent variable
different from normal integration steps.

In addition to these general purpose numerical methods, 3D POST contains
two special integration methods for propagating orbital trajectories: (1)
Laplace's Method, and (2) Encke's Method.

Laplace's method is an iterative technique for propagating the position
and velocity (in planet-centered coordinates) of a nonthrusting vehicle in
vacuum during flight over a spherical planet. The technique is based on the
analytical solution of the two-body equations, and yields the inertial state
at time t + At as a function of the state at time t.

The equations used in Laplace's method are:

EI(t + At) = fEI(t) + gy_I(t)

Vo (t +8t) = fr (t) + gV (t) (31)
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The coefficients f, g, f, and é are computed analytically from the change in
eccentric anomaly during the time period At. The change in eccentric anomaly
is calculated by solving a special version of Kepler's equation via the Newton-
Raphson algorithm.

The Encke method used in 3D POST is modified from the usual Encke tech-
nique in that it rectifies the reference conic at every integration step and
does not use the standard Q-series expansion in calculating the gravitational
increment.

The Encke method should be used for orbital problems where small perturb-
ing accelerations, such as the oblateness of the planet, atmospheric drag, or
solar electric propulsion, must be included in the simulation., Numerical re-
sults indicate that, for problems involving small perturbations from Keplerian
motion, Encke's method is approximately four times faster than Cowell methods,
which integrate the total acceleratiom.

The Encke method determines the total motion by summing the motion due to
the two-body equations and the motion due to the perturbations to the two-body
equations. .The position and velocity in the inertial planet-centered system
at time t + At is given by

El(t + At) = Ez(t + At) + Ar(t + At)
yI(t + At) = yz(t + At) + AV(t + At) (32)

where r, , V, denotes the Keplerian motion computed by Laplace's equations;

2 =2
that is,

Ez(t + At) = fsz(t) + g!z(t)
V(e + t) = fr,(t) + gV, (t)
and (Ar, AV) denotes the numerical solution of the differential equations

AT = AV

S [[IB]_l (Ars * A48 * EI] -8 (I +Ar)
pr(t) = A¥(E) = O,

where 32(32 + AE) is the two-body ‘acceleration at I, + Ar.

43



Special Purpose Options

In 3D POST, there are numerous special purpose options that aid the user
in modeling special situations that frequently arise in trajectory analysis.
These options efficiently simulate these special situations by using specific
equations that are derived on the basis of the assumptions employed. For ex-
ample, many orbital maneuvers can be adequately modeled as a discontinuity in
velocity. This special case does not require numerical solutions and is
modeled using the classic rocket equation. This and other key special purpose
options are summarized in Table 9,

Auxiliary Calculations

In addition to computing the basic variables, POST also computes numerous
auxiliary variables that are related to (1) conic parameters, (2) range calcu-
lations, (3) tracking data, (4) analytic impact calculations, (5) velocity
losses, and (6) velocity margins. Table 10 summarizes the auxiliary variables
that can be optionally computed. All these auxiliary variables can be used as
independent variables in the targeting and optimization, as event criteria in
the simulation, or as output variables of general interest., Special print
blocks can be requested for conic calculatioms, tracking station data, and
velocity loss information. These print blocks are arranged in a convenient
format and contain all of the auxiliary variables associated with the particu-
lar type of auxiliary output requested. In some cases, these complete special
purpose print blocks are not required. If so, the particular output variable
desired can be added to the normal trajectory print block by following the
sample procedures as outlined in references 1 and 7.

Targeting and Optimization

The targeting and optimization capability in POST provides the trajectory
analyst with a set of numerical tools that enable him to solve a broad spectrum
of trajectory design problems., This capability is achieved by first providing
the user with the option to specify a variety of problem types, such as full
rang targeting, unconstrained optimization, and constrained optimization in-
cluding equality and inequality constraints. Second, the trajectory analyst
is provided the capability to define the details of the problem formulation
using simple and direct input procedures. These procedures enable him to select
the optimization variable, the constraints, and independent control variables
by specifying only their Hollerith names, their event numbers, the constraint
values and tolerances, and an initial guess for the control variables. Finally,
the trajectory analyst is provided a library of numerical algorithms that can
be used to iteratively solve any standard discrete parameter trajectory problem
formulation. These algorithms include the popular accelerated gradient projec-
tion method for nonlinear programming formulations, Newton-Raphson for full
rank targeting formulations, and the conjugate gradient or the Davidon methods
for unconstrained optimization or constrained optimization employing penalty
functions.
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TABLE 9.- SPECIAL PURPOSE OPTIONS

DESCRIPTION

BASIC EQUATIONS

INSTANTANEOUS VELOCITY ADDITION - At the baginning of sach svent an in-
stantaneous velocity can be added. The direction of the impulse iz

along the thrust vector, which usually coincides with the logitudinal
axis of the vehicle. The magnitude of the velocity addition can be input
directly or calculated from the amount of propellant used. The direction
of the impulse can be controlled via tha attitude of the vehicls and/or
the engine gimbal angles.

1) Calculate 4V given the gross weight, HG. and the amount of propellant
consumad , upc'

Vg ("c’ {¥ - upc))
2) Calculata wpc given "G and av.

Hpc - (1 - exp (- av/g I‘pj)

1)  Calculate the Tnertial impulse vector given 4V, the vehicle attitude,
and the engine gimbal angles.

+

]

= Y

L+ ov (137w

STATIC TRIM - The static trim option is used to calculate the engins
gimbal angles or the flap deflsction angles required to balance the
pitch and yaw momants caused by thrust and aerodynamic forces. The
static moment squation, in pitch and yaw,

Mo = A ¥ Tuip * Tuze

My T Ayt Tay Ty

is nonlinear and an iterative algorithm is used to avaluate the re-
quired solutiona at every instant of time.

g » rof
lr ‘l g
4x
z P
s 1, €= L c Yoo
“raf T T \:
ay y
. » CA’w | Yret
» Ay,
y ¢, v Ly
3 y ct
ey *ep *cat "
s

Moments in Pitch Moments in Yaw

HOLDDOWN FOR VERTICAL TAKEOFF - This option is used to simulate vartical
{rocket type) takeoff. When using this option, the relative position
and velocity remains constant and the inertial position changes by the
votation of the Earth. The inertial valocity magnitude remains constant
while fits direction changes. This model simulates physical constraints
that hold the rocket on the launch pad until che rocket is released.

The vector squation used to compute the accslerations that simulates the
effects of the physical holddown forces (s

A maxYy

HOLDDOWN FOR HORIZONTAL TAKEOFF - This option {s used to simulate
hortzontal (alrcraft type) takeoff. When using this option the
vehicle accelerates in the local horizontal plane according to
the forces dascribed by the user input. The vertical component
of acceleracion is internally computad to produce the proper hor-
izontal motion.

The accelarations usad to simulate horizontal takeoff arae:

At [16) A

&

A
) 7

% Mt A

2 2
(Vmc +VYG) / Ty N

>
.

>

and

1

T [101-1 Axe

ORBITAL PROPAGATION MODEL - The integration stap, &t, is gen-
erally specifiad {n terms of an increment {n time. However, this
option enables the user to specify the integration step in terms
of an {pput increment in true anomaly. This option is useful in
orbital problams where the geometry is easily expressed as a func-
tion of true anomaly.

The following equations are then used to calculate At as 3
function of Ab.

9, =0 4w

1Y 8
E -Znn-1 j(l-i (an—Z;
| Live 2

4E = E, - E

At = AE - sin 4E +

r,r
21 R
W sin 487

In these equations, subscripts 1 and 2 denote current and future values,
respectively.
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TABLE 10.- SUMMARY OF

AUXILIARY CALCULATIONS

Position and Velocity

Geocentric Radius

Oblate Atitude

Inertia Velocity Magnitude

Planet Relative Velocity

Atmosphere Relative Velocity

Inertial Flight Path Angle

Planet Relative Flight Path Angle
Atmospheric Relative Flight Path Angle
Inertial Velocity in Geographic Frame
Relative Velocity in Geographic Frame
Atmospheric Velocity in Geographic Frame
Inertial Azimuth

Relative Azimuth

Geocentric Latitude

Geodetic Latitude

Inertial Longitude

Relative Longitude

Sensed Acceleration in Body Frame
Sensed Acceleration in ECI Frame

Conic Variables (Elliptic and Hyperbolic)

Orbital Energy

Apogee Radius and Altitude
Perigee Radius and Altitude
Semimajor Axis

Eccentricity

Inclination

Period

Argument of Perigee

True Anomaly

Longitude of Ascending Node
Angular Momentum

Perigee Latitude

Perigee Longitude

Argument of the Vehicle
Time to Perigee Passage
Time Since Perigee Passage
Eccentric Anomaly

Mean Anomaly

Perigee Velocity

Apogee Velocity

Velocity Required to Circularize
Circular Velocity

Longitude of the Vernal Equinox
Velocity Margin

Range Calculations

Dot Product Range
Crossrange Reference
Inertial Reference
Earth Relative Reference

Auxiliary Attitude Calculations

Aerodynamic Angles

Inertial Euler Angles
Relative Euler Angles
Inertial Aerodynamic Angles
Body Rates

Inertial Euler Angle Rates
Relative Euler Angle Rates

Tracking Data

Slant Range (Vector & Magnitude)
Elevation Angle

Azimuth Angle

Cone Angle

Clock Angle

Space Losses

Analytic Impact Calculations

Geodetic Latitude of Impact
Relative Longitude of Impact
Altitude of Impact

Position Vector at Impact
Velocity Vector at Impact

Velocitz Losses

Drag Loss (Inertial & Relative)

Thrust Vector Loss (Inertial & Relative)
Atmospheric Pressure Loss (Inertial & Relative)
Gravity Loss (Inertial & Relative)

Ideal Velocity

Sun-Shadow Calculations

Position and Velocity in Vernal Equinox System
Greenwich Hour Angle

Cone and Clock Angles of Sun Vector

Shadow Function

Multiple Vehicles

Conic Variables
Position and Velocity Variables
Accelerations

Aerodynamic & Aeroheating

Aerodynamic Coefficients

Aerodynamic Forces & Moments

Dynamic Pressure

Total Angle of Attack

Dynamic Pressure & Angle of Attack

Yach Number

Reynolds Number

Heat Rate

Total Heat

Atmospheric Densigy Temperature, Pressure
and Speed of Sound

Propulsion Calculations

Vacuum Thrust

Net Thrust

Total Thrust & Accelerations
Flowrate (Total) :
Partial Flowrate

Propellant Consumed
Propellant Remaining
Throttle Setting

Gimbal Angles
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All the targeting and optimization procedures used in POST are completely
numerical. This means that all the function evaluations and derivatives used
by the various algorithms, are computed numerically from only the trajectory
simulation results. Thus, thé user needs only to define a problem formulation
that is consistent with the vehicle simulation, and the program automatically
does the rest. This numerical approach, although somewhat slower in execu-
tion speed than some analytical methods, offers the advantages of "hands off"
flexibility and a significantly lower program maintenance overhead.

Problem formulation.- Discrete parameter methods provide the basis of the
targeting and optimization formulation and solution algorithms employed in
POST. The use of the discrete parameter approach means that trajectory control
variables are defined by a finite set of parameters, called independent vari-
ables, and given values for these variables the trajectory can be uniquely
computed. A good example of this approach is the representation of the ve-
hicle's pitch attitude by a pilecewise linear function. In this parameterization,
the nodes, ei, and the pitchrates, 61, are the independent variables that can

be varied to steer the vehicle. A near optimal pitch program can be generated
using these parameters to optimize a selected performance criterion, say pay-
load, subject to both mission and vehicle constraints. In recent years, this
discrete parameter approach to trajectory optimization has replaced the more
complex calculus of variation techniques. This 1s because the discrete param-
eter methods are simpler to implement, understand, and use, and, as a result,
are substantially more reliable. The reason for this is that discrete param-
eter methods are based on ordinary vector calculus, which is easier for most
practicing trajectory analysts to understand -than the complex procedures re-
quired in most variational trajectory programs.

Using discrete parameter concepts, a vast diversity of trajectory optimiza-
tion and targeting problems can be formulated that have a common mathematical
structure. First as described above, there is a vector u of control parameters
which must be selected to define the trajectory

x(t) = ¢ X,u,t: X, (33)

where the state variable x is typically composed of the components of the ve-
hicle's position, velocity, and mass (or weight) and ¢[°] denotes the numerical
integration of the equations of motion. Second, for each trajectory problem
there is a vector of constraints called dependent variables y(u), together
with a vector of constraint limit values, b. These constraints are calculated
at a particular user-specified event. Thus, the dependent variables are com-
puted as functions of the independent variables, u, from the general relation-
ship

z@ = ¥Y(u,X(u))

where z(g) is the composite vector of state conditions at all events where con-
straints are defined. Thus,
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where the set ’ti$ = {t:yi(t) = yi, for all i} denotes the times at which the

dependent variable events occur. The number of constraints, n, can be less
than, equal to, or greater than the number of control parameters, m. In con-
strained optimization, n < m, excess degrees of freedom exist in the formula-
tion enabling some performance criteria to be optimized and the constraints
to be satisfied. 1In full rank targeting, n = m, no excess degrees of freedom
exist, and as a result it is possible to satigfy only the constraints., The
final case, n > m, generally occurs only during the solution process when an
excess of inequality constraints become active on some intermediate iteration.
Finally, for each trajectory, there is an objective function F(u), which is
calculated in the same manner as the constraints. The object of the problem
is then to determine the control parameters, u, which are feasible in that all
constraint parameters fall within their acceptable ranges and optimal in the
sense that the objective is minimized (or maximized).

The general discrete parameter trajectory optimization problem is then
the well known nonlinear programming problem. Symbolically, it is expressed
as:

minimize: F(u)

subject to: y(u) & b

where: u is the mxl column matrix of control parameters,

F is the scalar objective function of the vector of control
parameters,

y is the nxl column matrix of dependent parameters,

b is the nxl column matrix of constraint parameter limits,

|e

is the nxl column matrix of constraint parameter relations
(each element is the appropriate relation of the triple
<, =, or 2).

Virtually all trajectory targeting and optimization problems can be cast in
this structure. Specific examples of nonlinear programming formulations for
ascent, reentry, and orbital maneuvers are presented in the Sample Case Section.

Algorithm macrologic.- POST uses an accelerated projected gradient algo-~
rithm (PGA) as the basic targeting/optimization technique. PGA is a combination
of Rosen's projection method for nonlinear programming and Davidon's variable
metric method for unconstrained optimization. The program also contains backup
single-penalty function methods that use steepest descent, conjugate gradients,
and/or the Davidon method.
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The accelerated projected gradient algorithm is based on five intuitive
working principles as follows:

One-Dimensional Search.- Using cost and constraint function gradient in-
formation, a direction of search is established. Then a one-dimensional min-
imization is performed in this direction on an appropriate function. In this
manner, a difficult multidimensional optimization problem is replaced by a
sequence of simple one dimensional minimizations.

Linearized Congtraint Correction.- Assume that the current vector of con-
trol parameters 1s outside the feasible region. This correction scheme approxi-
mates the contours of constant constraints as uniformly spaced parallel hyper-
planes based on their respective gradients and values for the current control
parameter vector. Using this approximation the smallest correction to the con-
trol parameters that would satisfy all active constraints is computed; or that
failing, minimize the sum of the squares of their violations. One-dimensional
minimization of the sum of squares of the constraint errors is then performed
along the direction of this correction to obtain the next iterate of control
parameters.

Gradient Projection.- Once a feasible vector of control parameters is ob-
tained, the negative gradient is resolved into two components; one parallel to
and one normal to the hyperplane tangent to the boundary to the feasible region
at the current point. A minimization is then performed along the direction of
the parallel negative gradient component to obtain the next control parameter
iterate. The function to be minimized in this one dimensional search is the
fourth basic principle of the algorithm,

Estimated Net Cost Function.- Because the constraints are nonlinear, the
tangent plane only coincides with the boundary of the feasible region at the
point of tangency; hence, a search along the component of the gradient lying in
the tangent plane will probably terminate at a point external to the feasible
region, Therefore, the real object of the search should not merely be to find
the minimum value of the cost function in the search direction. Rather it
should be to find a unique point along the search ray that yields on correction
back to the feasible region a new feasible point with the smallest value of the
cost function. This point is approximately determined by minimizing along the
parallel component of the gradient the cost function less an estimate of the
deterioration of the cost function occasioned by correcting back to the feasible
region. The estimate is based on linearized constraint-correction formulae.

Gradient Acceleration.- It is widely known that the convergence of uncon-
strained gradient algorithms can be drastically improved by using gradient in-
formation from several iterations to estimate the inverse of the Hessian matrix
of a quadratic form approximating the cost function. In fact for a cost func-
tion of m control parameters, it can be shown that a Hessian-inverse estimating
accelerated gradient scheme converges in m iterations and a conventional
steepest descent algorithm converges only asymptotically. To similarly accel-
erate the projected gradient algorithm for constrained problems, it is assumed
that the cost function is a quadratic in m—q variables over the constraint
boundary. Here q 1s the number of active constraints defining the boundary.
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Thus convergence should be accelerated to m-q iterations after the set of
active constraints that determines the feasible region stabilizes.

For the widely known special cases of the general nonlinear programming
problem, the accelerated projected gradient algorithm degenerates to the appro-
priate special purpose state-of-the-art programming procedures. For example,
if no constraints are present, the algorithm degenerates to the Davidon-de-
flected gradient procedure. This procedure has long been considered the method
of choice for solving unconstrained parameter minimization problems, At the
other extreme, if the problem has more active constraints than controls, the
algorithm reduces to the Gauss' least squares procedure for minimizing con-
straint violation. This technique is generally conceded to be the best avail-
able for solving over-determined systems of equations. Similarly, if the
number of constraints is precisely equal to the number of controls, the algo-
rithm becomes the widely known Newton-Raphson procedure for solving systems of
nonlinear equations. This scheme is certainly the simplest of the efficient
methods for solving fully determined systems of equations.,

A summary of macrologic for the gradient projection algorithm is pre-
sented in Figure 20. As indicated, if the initial guess violates any con-
straints, then the algorithm attempts to satisfy all the constraints by taking
constraint restoration steps. Once a feasible control parameter vector has been
found, the algorithm generates a sequence of iteration pairs. Each pair con-
sists of an optimization step followed by a constraint step. If the user's
initial control-parameter estimate is not feasible, however, a steadily im-
proving sequence of constraint-correction steps is undertaken until a feasible
solution is found. Furthermore, the subsequent optimization step is omitted
after any constraint-correction step which fails to yield a feasible control-
parameter vector. 7 , .

Finally the algorithm has two stopping conditions. First the search is
stopped 1if both the change in the cost function and the length of the change
in the control-parameter vector between two successive optimization steps fall
below their respective input tolerances. Symbolically

-+
f(u7?) - o(w¥)[< o
and
v+2 vi|< €
L -y u
+
where gy and u’ 2 are the control-parameter vectors resulting from the optimiza-

tion steps in two consecutive iteration pairs, Second, the procedure 1is termi-
nated if the maximum permissible number of iterations specified by the user is
exceeded.

The decomposition approach is based on partitioning of the total mission

to an ordered sequence of self-contained mission segments such as ascent, re-
entry, and so on. The constraints in each mission segment are then used to

50



Deternine set of
eight constraints;
Voaitic, (2)10'

¥

Initialize set of
active constraints to A/C\‘

> <+
sat of tight constraints; Y
KV

Determine sat of active

but unconstraining

Is

constraints;
current

Yas We {v: (c“ [5\‘\ - O)Ind Delete w' from

solution feasible;
w20

?

£y 2 0) and (we “* st of active

constraints

t

Select elemant

.
w with maximum

value of r
w

Init{alize set of

relaxabla constraints Form the projection
to null sec; matrix, PK' for projecting
Res into the linsarized boundary
hypersurfacs
F e v

Compute wunaccelerated
Determine set T of optimization direction

o v
active {nequality 5 u} = _PIF (v

constraints on verge

of violation

Has

active
constraint sat

changed since

last optimization

No
Compute tentative VL
search direction, u:. Updata acceleration Reinitialize previous
with t omitted from K matrix, Hv 20 on pravious acceleration matrix
for each t ¢ T optimization step to obtain to {dentify matrix
current value, o= 10

Tor each t ¢ T compute

H
v
E )

r- min:zc:(!v)al

ain lcrr(gv)a(z

Obtain acceleratad
r ¢R

i optinizatrion direction

2 e ne® iu)

Seleact t* such that

4 = max r *
t

* t n
tel Datermine step size, v .,

that minimizes the estimaced

net cost function

Add t* tn R; Y

b (v} = F [13*&3}\’] - F )

Rer vl

+IF 3" Ce [(u + Yf]v]

without axceeding ¥,

¥

Update current solution

and {teration counter

Delte slemants in ‘m‘
> <+
R from K;

K+K-=-R 3“‘Lg4voga)v

Figure 20.- Projected Gradient Macrologic

ve vl

51



~

Compute appropriate
arror corraction matrix
C from set K

v

Compute search directjon
fece

*
Detarmine step sire, Y
that minimizes constraint

error function
b, () = s flu 4y 7))

)

Update current
solution and
iteration countarj
vewdl

g wey s

tn

Ie

Iteration Indax

Set of Tight Conetraints

Element of the Sst of Tight Constraints

Constraint Written in the Form c=3y(w -b%

Set of Active Constraints

Vector of Control Parameters

Set of Relaxsd Constraints

Null Set

Set of Active Inequality Constraints on Verge of Violatron
Direction of Search with Constraint, t, Omitted from Set X

Coafficient of the Expansion of the Direction of Search in Terms of
the Constraint Normals.

Set of Active of Nonbinding Insquality Constraints
Elemant of Set W

Projection Matrix for Set of Active Constraints
Direction of Search for Optimizstion (Projected Gradient)
Davidon Daflection Matrix

Estinated Net Cost Function

Stepsize Parameter in the Optimization Direction
Constraint Restoration Dirsction

Minimm Norm Matrix  §' (ss')7)
Constraint Error Function

number of fterations
been exceeded
?

Has
control-parameter
vactor and cost
convergad

52

Figure 20.- Concluded




define an associated full rank targeting subproblem. Sequential solution of the
subproblems ensures that the majority of the mission constraints are satisfied
on each master level iteration. A master problem, which represents the complete
problem, is then formulated in terms of the individual subproblem performance
functionals, constraints, and control variables. Included in the master prob-
lem are intersegment constraints that cannot be satisfied at the subproblem
level. (Total AV budgets or propellant limits are examples of master-level
constraints that couple subproblems.) The master problem is optimized using a
two-level procedure with the master-level algorithm optimally coordinating
solution of the subproblems. The dual-level algorithm implemented employs the
accelerated gradient-projection algorithm to solve the nonlinear program de-
fined by the master problem, and the Newton-Raphson algorithm to solve the sets
of nonlinear equations defined by the subproblems.

A unique consequence of using a two-level algorithm in conjunction with
this decomposition approach is that intermediate target values, which are held
fixed at the subproblem level, can be used as independent variables to be op-
timized as the master level.

PROGRAM USE

This section provides the user with the basic procedures required to use
the program. At this point, it is assumed that the user has studied the basic
program capabilities and has concluded that the program can be used to solve
his problem. The question to be answered next 1is what does the user have to
"do to execute the program.

Required Preliminary Analysis

The user must first define the problem as a sequence of events. This can
best be done by constructing a worksheet containing the event descriptions in
columnar form. The ugser should then assign an integer to each event beginning
with the first event, say 10, and incrementing by an arbitrary integer, say
10, for subsequent events. There must be at least two events for each prob-
lem, but there is no upper limit to the number of events.

The user must specify the condition at which each event is to occur. This
should be done by writing the name of the condition and the desired value beside
each event. The first event begins at the initial conditions specified by
input and does not require this information.

The user should next identify the vehicle characteristics and specific pro-
gram options required at each event. Any required tabular data such as aero-
dynamic coefficients, etc, should be included. This identification can be the
users own terminology.
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The user can now translate the worksheet to program input with a minimum
of effort by proceeding according to the discussions that follow. A typical
schedule associated with this translation is given in Figure 21.

POST Input Phases

An execution of the program consists of (1) processing the input data for
all phases, (2) checking for input errors, (3) initializing the equations of
motion, (4) propagating the trajectory until interrupted by the occurrence of
the user-specified condition for the next event, (5) reinitializing the equa-
tions of motion with new user inputs for the event causing the interruption,
(6) repeating steps 4 and 5 until the user-specified final event is reached,
(7) terminating the problem, and (8) processing subsequent cases, if any. A
phase is defined as the time increment from the occurrence of an event to the
occurrence of the next event. As a result, the names phase and event are
used interchangeably in the following discussions,

The first step is to construct a skeleton deck of namelists in the proper
sequence. Namelist $SEARCH is required at the beginning of each problem.
This 1s followed by one namelist $GENDAT for each event defined on the work-
sheet. If a given phase requires table input, one namelist S$TBLMLT must
follow the $GENDAT namelist for that phase. The $TBLMLT namelist is followed,
in turn, by one namelist $TAB for each table to be input. This basic NAMELIST
sequence, which must be followed, is illustrated in Figure 22. This completes
the skeleton deck setup. The procedure now is to translate the data described
in the worksheet to program input variables.

The first step in supply the inputs is to translate the event conditions
to program inputs. Three namelist $GENDAT inputs are required to accomplish
this task for each event. First, the input variable EVENT is set equal to the
event number listed on the worksheet (e.g., EVENT = 1,0). Second the Hollerith
input variable CRITR is required for all events except the first and is set
equal to the program symbol for the desired condition (e.g., CRITR = 6HALTIT®,
for altitude above the oblate planet). Third, the input variable VALUE is re-~
quired for all events except the first and is set equal to the desired value
at which the event 1s to occur (e.g., VALUE = 10 000, for a value of 10 000 ft
or meters depending on whether English or metric units were selected in namelist
$SEARCH by setting the variable I@FLAG to the desired value). On completion
of these inputs, the user has only to specify the vehicle characteristics, the
steering options and the desired program options before the job is ready to be
executed. A summary of key POST input rules is shown in Figure 23.
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Basic Input Sequence for
the Four POST NAMELISTS

Targeting & Optimization Inputs $SEARCH
General Data for 1lst Phase : $ N
Planet Options and Parameters ‘ $GENDAT
Vehicle Options and Parameters . .
Scale Factors for All Tables in $TBLMLT
lst Phase .
} 1st Phase
$
r $TAB D
All Table Data for lst Phase :
Atmosphere (Not Required) $ 11y S 1 Tabl
Aerodynamic Coefficients (Usually Required) { $TAB } ﬁ::aReKUi:::ra ebles
Propulsion (Thrust, Exit Area, Flowrate) .
Mass Properties (c.g., c.p., Inertias) .
$
“\ J o
([ SGENDAT A
Required Data Optional Data ’
Event Number and Type Any Data that ‘
Event Criteria Changes in Phase 2 :
Event ‘Criteria Value from What Were } 2nd Phase
Input (or Prestored) 4 :
in Phase 1, i.e. b
Program Control Flags *
Table Scale Factors $GENDAT J
New Tables, etc .
-~ 3

Figure 22.- POST Input Structure

.
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Summary of Key POST

Input Rules Typical POST Input

1. Every POST data deck must have s

Sequence

SEARCH as its l1lst NAMELIST. If ¢ ""“":.‘;:::?,;‘f'::,",- I LY TR

4 veLl - Jessy . n
targeting or optimization is not § avesansenans T eeoshanessnen
required then $SEARCH is empty P T hereas - gt meree 1%L

weer . 100 -0, (ONLP! i Be,em,

NINDY * <, BrRY r 1.0,

18nvs T mNRTIR |, AMBIINCD, aMPTTR{ D, ANSLIRE ), sulpYN(],

2. Every POST data deck must have at O rert

v =lets ety .
INCVO (D o FuPITECT, ARBITE(2, PuPTTRC2, AMOLYOC2,
h mn,

. “y N

-2 ety

least two events, i.e., a beginning L
event and an ending event, The e :W?HJ:»w” . eoramert,
beginning event is based on TIME = et L e L AN

L]
PRLENOAT TV NT .

Ta's %3, Tl L0800, 2., LAY,
fay

000 <100y %% AP 4 oTe Litn,
TaBs o884, 2.0, 0%, Y., M%),
LI

Gty 283, o0,
Bofe o%MYy 2.0,

3. If tables are required in a phase
then the sequence

<310,

PETI IS

.,

0.0s ladte, .0, 1o'84, .7, 1.0,

Tefs Jablte 2,00 FV0s Vo0 o000,

1]

SGENDAT PITAE TAMLY s enCUT L 2,0meace

“20..

Oty =110 P12, L7, =%,

. L T1o%0 =800, 2.Fy =u7PR, 3 ,,-u0 7,

. - Begin Phase Data ol ’
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pragnfey
M INrpue
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FACENTAT tyr N . T, fEpYE
$ nf pue T
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-
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ENDPHS = 1, - End Phase Data
$ .

must be maintained in that phase.

No $ after
in a phase

4. There is no program limit as to the
number of Phases (Events) in any
POST simulation

Figure 23.- Summary of Key POST Input Rules
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Namelist Features
All program inputs are made using the namelist input feature.

The namelist input format allows card colummns 2 through 80 to be used for
input. Each variable input must be followed by a comma before the next vari-
able is input. The variables are input as follows:

NAME1l = VALUEl, NAME2 = VALUE2, ETC.

Variables may be input one to a card or several to a card, depending on user
preference. '

Subscripted variables may be input as an array or as individual elements,
The first element of the array is assumed if no subscript is present on a sub-

scripted input variable. The following example shows various methods of input
that are all equivalent:

EVENT = 1.0, 1.0,

or

EVENT(1) = 1.0, EVENT(2) = 1.0,
or

EVENT = 1.0, EVENT(2) = 1.0.

In general, decimal points should not be used with integer type variables.
In any case, if no decimal point is input for a variable, the decimal is as-
sumed to be after the last digit for that variable. As a result, it is best to
omit decimal points for all variables unless required.

The namelist used in POST is an extension of the standard FORTRAN namelist
and has the following added capabilities.

1) Special List Options.- The initial dollar ($) for each namelist input
may be preceded in column 1 by any of three print control characters
as follows: Blank will produce a card image print only for cards on
which errors were detected; P will produce a print of each card en-
countered on the input file; and L will print each card encountered
on the input file, but will also insert the card count after the card
image.

2) Embedded Comment Cards.- C or slash in column 1 of any card will cause
the card to be treated as a comment. Furthermore, when a slash is en-
countered in any other column, the slash and the remainder of the card
to the right of the slash will be treated as a comment.
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3) Special Hollerith Strings.- Hollerith strings may be input as
OHXSTRINGX where STRING is the Hollerith character string and X is
any character not contained in STRING. For example, to input the
Hollerith characters ABCDEF1l1llX in variable W, W = OH*ABCDEF111X*,
would be acceptable. The symbol O for this option is the number zero.

4) Repeated Specification.- The following notation may be used to repeat
a parameter value in any number of successive array locations: M*XXX,
where XXX can be either REAL, INTEGER, HOLLERITH, LOGICAL, or OCTAL
input parameter values and where M is the number of successive loca-
tions in any array where XXX is to be stored. For example, X = 10*1.,
would set X(1) through X(10) = 1.

5) Improved Error Diagnostics.- The extended namelist prints a diagnostic
below any card in error with an arrow pointing to the erroneous column
on the card.

General Data Input (GENDAT)

The general data inputs are the constant valued variables and arrays that
can be input in any phase. These exclude table data and table multipliers that
are described later. All general data inputs are made via namelist ($GENDAT) .

The general data inputs include the following categories:

1) Aerodynamic Inputs

2) Aeroheating Calculation Inputs

3) Atmosphere Model/Winds Inputs

4) Event Criteria/Phase Definition Inputs
S) Gravitational Inputs

6) Methods of Guidance (Steering) Inputs
7) 1Initial Position and Velocity Inputs
8) Numerical Integration Method Inputs

9) Program Control (NPC) Inputs

10) Propulsion/Throttling Inputs

11) Vehicle/Propellant Weight ‘Inputs

The selection of program options is accomplished by the user assigning par-
ticular values to the program control array, NPC(I). A summary of the program

options controlled by this array is given in Table 11, The elements of this
array are used internally to select the appropriate calculations for the
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TABLE 11.- SUMMARY OF THE PROGRAM CONTROL FLAGS

Input Stored

Symbol Units Value Definition

NPC(1) Integer | O Conic Calculation Flag

NPC(2) Integer | 1 . Integration Method Flag

NPC(3) Integer | 4 Velocity Vector Initialization Flag

NPC(4) Integer | 2 Position Vector Initialization Flag

NPC(5) Integer | 2 Atmosphere Model Flag

NPC(6) Integer | 0 Atmospheric Winds Flag

NPC(7) Integer | 0 Acceleration Limit Option Flag

NPC (8) Integer | 1 Aerodynamic Coefficient Type Flag

NPC(9) Integer | 0 Propulsion Type Flag

NPC(10) Integer | O Static Trim Option Flag

NPC(11) Integer | 0 Functional Inequality Constraints Option
Flag

NPC(12) Integer 0 Crossrange and Downrange Option Flag

NPC(13) Integer | O Propellant Jettison Option Flag

NPC(14) Integer | 0 Hold-down Option Flag

NPC(15) Integer | 0 Aercheating Rate Option Flag

NPC(16) Integer | 0 Gravity Model Option Flag

NPC(17) Integer | 0 Weight Jettison Option Flag, Based FMASST

NPC(18) Integer | 0O Trajectory Termination Flag

NPC(19) Integer | 1 Flag to Control Printing of Input Con-
ditions for Each Phase

NPC (20) Integer | O Flag to Specify the Type of Special In-
tegration Step Size (DT) Prediction to
be Used

NPC (21) Integer | 0 Flag to Indicate the Method by which Flow-
rate is to be Computed for Rocket Engines

NPC (22) Integer Throttling Parameter Input Option Flag

NPC (23) Integer | 0 Flag that Controls the Velocity Margin
Calculations

NPC (24) Integer { 0 General Integration Variable Flag

NPC(25) Integer | 0 Velocity Loss Calculation Flag '

NPC(26) Integer | 0 Special Aeroheating Calculations Flag

NPC (27) Integer | 0 Activation Flag for the Option to In-
tegrate the Flowrate of Selected Engines

NPC(28) Integer 0 Tracking Station Option Flag

NPC(29) Integer | O Analytical Vacuum Impact Point Calculation
Flag

NPC (30) Integer | 0 Weight Calculation Option Flag

NPC(31) Integer A Flag to Activate the Vernal Equinox, Sun-
Shadow, and Sun Angle Option

NPC(32) Integer | 0 The Parachute Drag Option Flag
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options selected. Thus, although the program contains numerous options, any
user who does not intend to use all program capabilities is not penalized in
terms of run time. The inputs corresponding to the options selected via the
NPC array must be specified as input in namelist GENDAT unless the stored
values are to be used, in which case the variables need not be input. An ex-
ample of a typical GENDAT setup is given in Figure 24.

The selection of the guidance and steering options 1is accomplished by the
user assigning particular values to the guidance control array, IGUID(I). The
general structure of this array is depicted in Figure 25, and Table 12 con-
tains a summary of these guidance and steering flags. Admittedly, the hier-
archical properties of the IGUID array makes it more difficult to learn than
the NPC array. The reason for this additional complexity is that guidance
flags are interrelated. This means that having selected a value for one IGUID
implies that values must also be assigned to certain other specific IGUID ele-
ments. Over the years, other approaches have been evaluated, and this decision
tree approach seems to be the most efficient way to provide flexibility with
the minimum number of program control flags.

Tabular Data Input (TAB and TBLMLT)

The tabular data inputs are the tables and table multipliers that can be
input in each phase.

Each table has its own numeric multiplier. All numeric table multipliers
are input in namelist TBLMLT. The input symbol for a numeric multiplier is
always formed by replacing the T at the end of the table name by an M which
denotes multiplier. For example, the multiplier for table PREST is PRESM. All
numeric multipliers are preset to 1.0 in the program unless overriden by input.

In addition to the numeric table multipliers, there are some special pur-
pose multipliers for certain aerodynamic tables that are specified by Hollerith
names. These are called MNEMONIC multipliers and can be any internally com-
puted variable that is in the output variable list. These multipliers are used
to multiply table lookup values of the corresponding aerodynamic coefficient
tables. All MNEMONIC multipliers are input in namelist TBLMLT. The list of
tables that have this feature and the corresponding MNEMONIC multipliers are
as follows:

Table |Mnemonic multiplier | Stored |Probable value {f constant valued or
name input symbol value monovariant tabley are {nput
CADPT | CADPNM DFLP DFLP

CADYT | CADYNM DFLY DFLY

CAT CANM ONE ALPHA OR ALPTOT

CDDPT | CDDPNM DFLP DFLP

CDDYT { CDDYNM DFLY DFLY

CcDT CDNM ONE ALPHA

CLDPT | CLDPNM DFLP DFLP

CLT CLNM ONE ALPHA

CMAT CMANM ONE ALPHA

CMDPT | CMDPNM DFLP DFLP

CNAT | CNANM UNE ALPHA

CNDPT | DNCPNM DFLP DFLP

CWBT CWBNM ONE BETA

CWDYT | CWDYNM DFLY DFLY

CYBT |[CYBNM UNE BETA

CYDYT | CYDYNM DFLY DFLY

61



1 tABlabee /7
wons MALILIY BIAD-ABV) /
mtudiet dawle-ndile /

SER I 2e0ue 130 MBLIMAN /

.
WOLAY Ml Yiet Menidn DV3MNEA
SHMIME L}Na0a 40 PR/ ‘1o e

A L0eM0e / tle 100 2em
MM Wi WeORe CCt

te -

tcea  BAVEA

* sundiey - “wiv}

. S8 IMINLLIT 4T I10a00e 431 PIVISerAL wlEwi W OVALS

Seovtat Linins A9aNI90e
]

Sawvmiind AXAS 4da% YRLidm 2 *cle
WLavIEsl Dbt ‘:j@"

wuset el

A
fconitidaate

SIMEBIAIS BTL /
19 BBAYMA AMLVIA
SAYIEE BRI MELVVAE 7

. e 51 S04 PARLIAAY FIVISAvEL AEMIENIS meded o NAlL
CTRel o (10aRiA) SUBM Ay

* otssemw *
S St ¢ Gane ¢ e SEAEn9 =4S )inma
. i T = Tun * Litmev clon)inge
. M S Amee * Awwe TASWeS s(Cviamme
¢ St et Nl ¢ [ ]
- v * 120 & 1w ¢ FEADIT wilCitime
¢ famew ¢ James * Sanm *
S MWt dneew ¢ e
CINIAIIS ¢ SDOamet * TNV ©
. WER b O8RS Cpvevien ¢

CAMBUNY ‘il dmer *tvmmmn ¢
MiGve ovie miavd /

WIS ialae AMRIER4 WIDieS
Y PRt =

sinduy ®3I®BQ TRIBU3Y JO Aieumng -°47 2an8yy

SALOVE WINMDE niuvh / e Lo bveiiaate - NIVA
e A R e > ¥1a03ti
AaE}idslR) Muowvn Wab? miv / b ST - \ 4 X JUIAZ
Ui RS Wiindibe HAe¥Y I S ) . q=nN
AN BN o"u!.llu“ Lol L - 8UIAF ucvﬂvvnn—ﬂw "IA
wii e Wiiniias naoa RI 4 - . N N - \N .
IR011 430 Slmmars uml onr “ozeeten- - o dTuo) ‘-8'3 ‘suoyadp Inojuyraq Teydds
SINN Woms WaITS M TEIMED / . I-.hp!..»nnn ( (A3030¥38730g
T T i . e————— 8T (2074 IuF1d TPUTWON )T paagnbay 3o0N) yoorg Jurig
Sutes-V 48 JENS 1SN0V 7 *Lediveesss andang iy
0 MM 00 MaLLTY 7 ‘atvetste

anfIviiing 2
S0 eves 133 WOl 4V Mld /7

el livile
CioiaacLede
LT A Ed

o———— (388Yy4 IST IY3 ISEIT 3 uj pazynbay sdenTy, Bujiaaig
o—— (91dupxy €7yl UF 0N INQ paijnbay A1rensn) sojueulpoaay

§84¥n10u00) /
W2 Musnet Wiinind wBmn /
w334 MSI1130 AREVRILINL / ‘ee

(peaynbay 3joN) uorsindoay
TIPON ¥TO1Yap *Al

mreas mi s \\ - UOF3I23T3S T2poH I13ydsomyy
SnBeas) Wil wanow \ o (P98} axe suojidp STQERIYERAY UIYM PIITNLIY JON) [IPOK KITARIH

SANROSS] 11 LNIN WINOWwU /

WOLMA 44230V AZIVVELENL / e st )
ANDLIV YEL ASEDE wus wlida B4viS 31 Wiaiml eveey
Sanvitand /
LA M LA W INORA e / L
IRenT Tev S3VBAV BealisY / *t=tvisaann

T9POH 3Iduelyg “111

(3y81ay ‘awpl ‘£372073A ‘uojIfsod) suojIpuoc) TeyIful

JuIMWBIOUT Jul1yg

2216da3s
e ((Z) 2dN) u0}1103T3S poylal paivadajup
nojugay pue uogieaBajuy Li03d3(eay “11

ARt wies AVIINGIO 7
W 23 WM) wdtle mInsdiie /
WMIBINY Mevla wAals s -
* ——
Y SinsmdNe JEN0)
Fedeatonsv o /
IRV AR 1V0400e VP12l / *akel= 1 eboen
WEATIIINGE MOIIA AVIINAA it
SV LBIN NI IS TVANMIME / ot e -

IS elit mOMsvRLINL /
0 4

$13jaueley uofIeutwid]l Kiojdefeap

430 Wiiiml 7 A 1]
A0w9et 4912 mme
ALRLIN Y 1§ 2 ]

RN WIS/ 4L BVOVINVA / RASRIIE )
WBEATIEH s wBLLVEVIORM

Iaquny 9duanbag juaay (RUT4
(IU3AZ 35| 10) paxynbay 0N) anyey
(3u9A3 38T 203 paaynbay 3JoN) ejaa3IfI)

ML etuinie / Srqu

WL AEDLINVEL wmitve / coasuse
MIEAYIM 413045 LUOEV AuDLXFYRL

b

WVAYIIWiabnl 111 BIVAS mlged

UM LIEMAD JrnIae

Induy IvgN3n  ardmes

(peaynbay sAemyy) 13quny juaal
uaag 3Isayyg ‘1

uopjernuys 1S0d © 103 paiynbay Ayrenspy eleq [eiduay

62



REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR

qaneyzy WIBTA

TwYaeu] WOl
peinevey srluy mex | €
ey

BY1L sarIEEy

1, <Ay
(1191091

1, %
(on)aImI

1, 12,
(¢)armi1

ai1n3oni13s Keiiy qINOI -°G7 2Ind1a

‘wicsea1d>uy o{duy 3ndu] w0l
peindmo) ‘1wsull ¥eTARDAT

A2wqpesy 1eeuyl

¢

é

satluy Induy mox;
peandwo) ‘assuy INTARIRL{

-

dmpoo »1qPL

Indu] ®as]
26939000 YITA I1qR)

19A0 Pepaiw) Wisl
1owiewod YITA 2TqQnd

seTSuy SPRITITY
Supindwo)
Jo povdIw

ln.ﬂé
tés

1 = (z)a1no1

(eDAIM1

jaeqdsowyy o1} [7
peinsesy s1luy Aep
QIaoN wo1j
peinevey sBuy Al |1

wwotado ~y

euogi1do syduy 19103

N

AN

0 = (z)ainol

rS
12
o €
(ayarnor |
z
1
o
<
0 g “Tny R
10
Mo Yy ty €
(v)armo1 -
1, . t
99
()arm1 v
[
s
v
€
Ip 4o -
(9)a1001 z
1
0

piuseaidu] a(Fuy Induy wox
PeIndmo] ‘IWBUT] 9SJAIINT

"

yowqpesy awsutl y

so1Buy induy woaj
peindmo) ‘Iweupl sejAedeTd €

dn3007 ayqel z

ndoy wisl
JuwIsu0) YITA 390

28AQ PRTiA®) WIBL
IUEIFVOT YWIEA IIN)

1ewTY)
1Tds
1 = (DA

ssifuy *pnaTIIV
Sutindwod
jo poyam

0 = (DAl

suojidg atduy viwy

\V4

«~u .—m .~av

sn(Suy 28103 seTluy a8y neifuy casy we[Vuy Oiey
nayIveY 13100 (N1 ] Tryaaeu
T «(DaImdI1 1 = (1)amot 0 = (1)a1no1 € = (Dain

wOTIRINITY, wpniflay jo ediL

(vyarm1

seavy dpon

1- = (Da1

selBuy zw(n3
z = (z1)EINS1

VOTINTTIRTIFAL FPRITIIV

{zv)ainot

a0
(0 ‘s ‘v T . X
:vn:_ow ot "t ot
” [T 64
2 gee e
" v A ‘o .
| o 90 L 9
(s)a1no1 g -
z 0 .
b ¢ » ‘o le b
v ) Ay Ty v
2 v " [
1 %o ¢fn o 2
e Ty .na >, 1
seIvy Apeq
Sujindwon
30 powzay

seyuy oxsy
1 = (ZDaim1

— ($)AINOT

63



TABLE 12.~ SUMMARY OF THE GUIDANCE AND STEERING FLAGS

Input
Stored
Symbol Units Value Definition
IGUID(1) Integer | 0 Type of Guidance (Steering)
Desired, i.e., Body Rates,
Aerodynamic Angles, or Euler
Angles
IGUID (2) Integer 0 Attitude Channel Selector.
IGUID(3) Integer | O Flag to Specify the Steering Option
when Commanding All Channels Simultaneous-
ly Using Aerodynamic Angle of Attack,
Sideslip, and Bank
IGUID(4) Integer | 0 Euler Engle Steering (Inertial or Relative)
IGUID(5) Integer | 1 Aerodynamic Angle Rate/Inertial Body Rate
Combinations Flag
IGUID(6) Integer | O Separate Channel Options for Angle of
Attack
IGUID(7) Integer | 0O Separate Channel Options for Side Slip
Angle
IGUID(8) Integer | O Separate Channel Option for Bank Angle
IGUID(9) Integer 0 Separate Channel Option for Yaw Angle
IGUID(10) Integer | 0 Separate Channel Option for Pitch Angle
IGUID(11) Integer 0 Separate Channel Option for Roll Angle
IGUID(12) Integer 2 Inertial Body Rate Initialization Flag
IGUID(13) Integer 1 Yaw Reference Option Flag
IGUID(14) Integer | O General Open or Closed Loop Guidance Option
IGUID(15) Integer 0 General Open Loop Guidance Override Option
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Some examples of how these MNEMONIC table multipliers are used are as
follows:

1) Assume that the normal force coefficient slope is given per degree

ALPHA. In this case, CNAT would be input as the coefficient slope
with the CNANM input as

CNANM = SHALPHA,

the CNAT table lookup value would then be multiplied by the value of
ALPHA to obtain the value of the normal force coefficient.

2) Assume that the normal force coefficient is given as a bivariant func-
tion of ALPHA and MACH. In this case, the MNEMONIC multiplier CNANM
would be input as

CNANM = 3HONE,

the normal force coefficient would then be the actual table lookup
value,

Each table is input in namelist TAB as the input array called TABLE. As
a result, each table being input requires a separate input of namelist TAB.
Termination of the table input data for a given phase is indicated by the pres-
ence of ENDPHS=1 in the last input of namelist TAB for that phase.
The table inputs for POST are generalized to include:
1) A preset allowable size for each table. The total size of all tables
is limited only by the core storage allocated for tables. Both of
these values can be changed by a simple program modification to satisfy

user requirements.

2) Generalized argument specification. The argument to be used for each
table is specified by input and can be any computer output variable.

3) Constant valued, monovariant, bivariant, or trivariant table types.
4) Linear or cubic interpolation capability.

An example of typical $TBLMLT and $TAB input is given in Figure 26.

Targeting and Optimization Input (SEARCH)
The targeting and optimization inputs are made via namelist $SEARCH,
POST has the capability of performing targeting with or without inequality
constraints, unconstrained optimization, and ¢onstrained 9equality) optimiza-

tion. The generality of POST enables the user to select the independent and
dependent variables for the problem from a list of over 400 program variables.
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For an optimization problem, the optimization variable must be specified
by input. The variables OPTVAR, OPTPH, and OPT are used for thils purpose.
For targeting (constrained) problems, the dependent variables must be speci-
fied by input. The variables NDEPV, DEPVR, DEPPH, IDEPVR, DEPVAL, and DEPTL
are used for this purpose. Both sets of inputs are needed for a constrained
optimization problem. In any case, the search mode (SRCHM), the number of
iterations (MAXITR), and the independent variables (NINDV, INDVR, INDPH, and
U) must be specified by input.

In addition to the above required namelist $SEARCH inputs, there are sev-
eral others that can be used to further increase the rate of convergence on
difficult optimization problems. For the most part, these inputs are related
to problem scaling (MODEW and WOPT), search direction stepsize control (PCICC),
and convergence tolerances (CONEPS(I)).

Any type of event (primary, secondary, or roving) can be used in targeting/
optimization. However, the user must ensure that the events selected will
always occur., The association of an event number with the definitions of the
targeting and optimization variables enables such things as intermediate tar-
geting and optimization to be performed with the program. This correspondence
also enables the program to remember the state variables at the beginning of
the phases where the independent variables are introduced. Thus, when integra-
ting the perturbed trajectories and the trial steps, only that segment of the
trajectory affected by the control parameters being changed is integrated,
thereby reducing the time required to generate the sensitivity matrix.

The program has the capability to either minimize or maximize a specified
variable with or without satisfying specified constraints.

The following inputs are required to define the optimization variable.
All variables associated with the optimization process are input in namelist
$SEARCH,

1) The Hollerith name of the optimization variable. Input as the variable
OPTVAR. Any of the output variables can be used as an optimization
variable, provided it is sensitive to at least one of the independent
variables.

2) Type of optimization desired - OPT. If no optimization is desired,

input OPT as 0. If the variable defined by OPTVAR is to be minimized,
input OPT equals -1. If OPTVAR is to be maximized, input OPT equals
+lt )

3) The phase number (EVENT) associated with the optimization variable -
OPTPH. The variable specified by OPTVAR will be optimized at the piuc
side of the event specified by OPTPH.

4) The weighting for the optimization variable, WOPT. WOPT should be in-
put as approximately 1 over the anticipated value of OPTVAR.
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5) The decimal percentage change to be made in the control variables for
the initial trial step on each iteration - PCTCC.

The dependent variables can be either equality constraints or ineqﬁality
constraints based on user input. Any calculated output or independent vari-
able can be used as a dependent variable and as many as 25 can be specified,

To .constrain a control (independent) variable, declare it to be a dependent
variable and set IDEPVR non-zero. For example, suppose ALPHA is to be a con-
trol variable in phase N, but must not exceed 45 degrees. Set INDRV(I) equals
SHALPHA, INDPH(I) equals N, DEPVR(J) equals 5HALPHA, DEPPH(J) equals N,
DEPVAL(J) equals 45., and IDEPVR(J) equals 1.

The inequality constraints may be either functional or single-valued,

All inputs assoclated with the dependent variables are input in namelist
$SEARCH. The required variables are as follows:

1) The Hollerith name of each dependent variable. Input in the array
DEPVR(I), I=1, NDEPV,

2) The phase number (EVENT) associated with each dependent variable -
DEPPH(I), I=1, NDEPV. The variable specified by DEPVR(I) will be
satisfied at the plus side of the event specified by DEPPH(I), If
DEPPH(I) is greater than FESN or not input, the last phase is assumed.

3) The desired valye of each dependent variable - DEPVAL(I), I=1, NDEPV,

4) The desired accuracy tolerance in which DEPVR(I) is considered to be
satisfied - DEPTL(I), I=1, NDEPV,

5) The number of dependent variables to be used - NDEPV. The first NDEPV
variables in the array DEPVR(I) will be used as dependent variables.

6) The type of constraint for each DEPVR(I) - IDEPVR(I), I=1, NDEPV,
The following values for IDEPVR(I) can be specified -

IDEPVR(I) = 0, if DEPVR(I) is to an equality constraint
= 1, if DEPVR(I) is to be an inequality constraint with
an upper bound
= -1, if DEPVR(I) 1is to an inequality constraint with a
lower bound.

The search/optimization option allows the user to specify as many as 25
control variables for each problem. The initial value of each control variable
and the phase in which it occurs are also specified by input, If a control
variable is a guidance (steering) variable, such as pitch rate or angle, the
appropriate guidance option (IGUID) must be requested in namelist GENDAT for
the corresponding phase.
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The value of a given control variable as calculated by the targeting/
optimization algorithm will be carried over from one phase to the next until
overriden by user input or by a new control variable. For example, if the
linear term in the pitch angle polynomial (Hollerith input symbol PITPC2) is
a control variable in phase 1.0, and is not a control variable in phase 2.0,
the calculated value of the pitch rate in phase 1.0 will continue into phase
2.0 unless the coefficient PITPC(2) is input in namelist GENDAT for phase 2.0.

A control variable may be constrained by also defining it to be a depend-
ent variable with an upper or lower bound.

The control parameters can be selected from any variables in the follow-
ing categories:

1) Variables in namelist GENDAT such as initial vehicle position and
velocity, initial vehicle orientation, vehicle attitude polynomial
coefficients, etc., For example, suppose the initial velocity (VELI)
is to be used as a control parameter. The inputs would then be as
follows:

INDVR(1) = 4HVELI,
INDPH(1) = 1,
U(l) = AA.,
2) Constant valued table multipliers in namelist TBLMLT. For example,

suppose the table multiplier for the thrust table (TVC1M) is to be
used as a control parameter. The inputs would then be as follows -

INDVR(1) = SHTVCI1M,
INDPH(1) = XX.,
U(1l) = AA.,

3) User-specified Y arguments from user-specified tables in namelist TAB.
the tables and Y values to be used are specified in the variables
TABL and TABLY which are input in namelist SEARCH. This feature is
1imited to monovariant tables. For example, suppose the first and
fourth Y arguments of the monovariant PITT table are to be used as
control parameters. The inputs would then be as follows -

TABL(1) = 4HPITT, &4HPITT,
TABLY(1) = 1,4, |
INDVR(1) = 6HTABL1, 6HTABL2,
INDPH(1) = XX., YY.,

U(1) = AA., BB.,
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Each control parameter is uniquely specified by the following variables,
which are input in namelist SEARCH, and are as follows:

1) The Hollerith name of each control variable. This is input as the
array INDVR(I), I=1, NINDV,

2) The initial value of each control variable. Input as the array U(I),
I=1, NINDV. If SRCHM is mon-zero, U(I) overrides any value input for
that variable in namelist GENDAT for phase INDPH(I).

3) The phase number (EVENT) at which each INDVR is initiated. Input as
the array INDPH(I), I=1, NINDV. The variable whose Hollerith name
appears in INDVR(I) is set equal to U(I) at the beginning of the phase
specified by INDPH(I).

4) The perturbation for each control variable to be used to generate the
sensitivities. Input as the array PERT(I), I=1, NINDV. The sensi-
tivity DE(J)/DU(I) is determined by finite differencing U(I) by PERT(I)
and calculating the change in each E(J). For variables whose nominal
value is greater than 10.0, the value of PERT(I) should be input
roughly six orders of magnitude less than the nominal value of the
variable. The stored values for PERT(I) are 1.0E-4.

5) The number of control (independent) variables to be used. Input as
the variable NINDV. The first NINDV variables in the array INDVR(I)
will be used as control variables. The number of control variables
must be greater than or equal to the number of target variables plus
the optimization variable unless some of the target variables are in-
equality constraints. An example of a typical setup for namelist
$SEARCH is presented in Figure 27,
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SAMPLE CASES

This section presents six example problems that exemplify 3 DOF ascent,
entry and orbital optimization problems; as well as, a 6 DOF simulation of
the Space Shuttle entry. Each sample caae was selected to illustrate a key
feature of the program. All examples were taken from actual trajectory prob-
lems and are not especially constructed sample cases. In fact, the data decks
shown are the actual working data decks with the removal of redundant data cards
being the only cosmetic clean-up. Hopefully, by studying these example cases,
a new user will be able to correlate the details contained in references 2 and
4. In addition, the examples provide general guidelines that can be followed
when setting up similar problems.

Example 1, Space Shuttle Ascent Optimization

An important ascent trajectory optimization problem during the conceptual
phases of the Space Shuttle program was that of determining the maximum payload
capability of various configuration concepts. One such Space Shuttle configura-
tion is shown in Figure 28. The four key components of this configuration are
the orbiter, two solid rocket boosters (SRBs), and the external tank (ET).

This multibody nonsymmetrical configuration created special simulation require-~
ments that motivated many of the features contained in POST. For example to
accurately predict the performance capability of an unsymmetrical configura-
tion, such as Space Shuttle, it is important to include the thrust vectoring
losses encountered as the engines gimbal to balance the aerodynamic moments
caused by the configurations nonsymmetrical shape. This fact led to the devel-
opment of the static trim option employed in this sample case.

Trajectory Profile and Problem Formulation.- There are a number of ways to
formulate the problem of maximizing payload for a given configuration. Each
approach is based on (1) what is known about the configuration, and (2) what is
known about the basic trajectory to be flown. In this first example, it is
assumed that the user knows the dry weight and the propellant weight of each of
the four major components of the vehicle. Assuming that all the propellant is
consumed during the flight, which is ensured by terminating the simulation on
the event criteria

wprop = 0, (35)

enables the payload weight to be computed from the equation

Yoo T ¥Bo T Vary' (36)
Where WBO is the total burnout weight (at the final event) and wdry i1s the
known weight of the remaining vehicle components. Because wdry is constant for

a given configuration, maximizing W is equivalent to maximizing W Thus,

BO PLD’
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in this example the optimization variable was selected to be wBO’ which is

computed as the weight of the vehicle at the instant that the weight of
propellant is zero.

As in any trajectory problem, there are a variety of ways in which to simu-
late this mission, and Figure 28 illustrates the approach taken in this example.
As indicated, the simulation starts with a 15 second vertical rise, followed by
a2 sequence of constant pitch rate steering segments. The static trim option
is used during all early flight phases, and a three-g acceleration limit is
enforced after 60 seconds of flight. Event 8.0 specifies burnout of the SRBs,
/hich are jettisoned seven seconds later at Event 9. Notice also that im
Zvent 9.0 new configuration data for propulsion and aerodynamics are input,
These data represent the orbiter plus ET combination that are used for the re-
mainder of the trajectory simulation. As mentioned earlier, the final event
ariteria is the weight of propellant. Because the last initialization of
weight of propellant was in Event 9.0, the program variable Wprop represents

the amount of propellant in the orbiter plus ET combination at any time. Thus,
the final condition

W
prop
iimits the amount of propellant that can be consumed in all flight phases after
the occurrence of Event 9.0.

In this example, the mission requirements are the delivery of the payload
to the perigee of a 50 x 100 n mi parking orbit. These requirements are math-
ematically equivalent to the three terminal equality constraints

hf = 303 805.0 ft

VIf = 25 853.0 fps

= L]

Yif 0°.

where the subscript, f, denotes final burnout conditions. Extensive computa-
tional experience indicates that the (h, VI’ YI) constraints are easier to

zitisfy than are their orbital counterparts (hp, ha' 6). The reason for this

is probably related to the nonlinearities involved, with (h, VL’ YI) appear-
ing more linear in the independent variables.

Finally, the control parameters selected are eight inertial Eulerian pitch-
rates, and the initial gross weight of the vehicle at lift-off. Six of these
pitchrates are used to steer the vehicle during the SRB boost phases, and two
are used during the exoatmospheric phases. The motivation for using these
particular control variables 1s computational experience, which shows that pitch
angle steering is an efficient technique for optimizing ascent trajectories.

The particular "breaktimes" in the pitch history were selected after a few
single pass simulations. The initial gross weight of the vehicle, WG, is
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employed as an independent variable to maximize the payload because in this
set-up there is a direct one-to-one correspondence between an increment in

WG and an increment in WPLD because all vehicle dry weights and propellant

weights are held constant during the optimization.

The previous discussion can be summarized by stating the precise mathe-
matical formulation of the problem: Determine the control parameters

us= (WG, él’ éz, é3, éq,, és, és, é7, ée), (37)

that maximize: wBO

Subject to: hf - 303 805 ft =0

VIft— 25 853 fps = 0

° =
Yig 0 0

The input data deck for this sample case is presented in Figure 29. It is
important to understand the correspondence between the mathematical formulation
presented and the specific input data contained in $SEARCH in Figure 29, Table
13 is a summary of the key targeting and optimization variables as a function of
the iteration number,

TABLE 13,- ITERATION SUMMARY FOR SPACE SHUTTLE SAMPLE CASE

Optimization
;arizbi;, Constraint | Optimization
Iteration| BO Error, ~ P; | Indicator, ~ CTHA
0 308 000 3.98 x 107 | ---
1 305 151 4,48 x 103 | —--
2 304 882 6.37 x 10-1 | 89.903
3 308 320 7.02 x 10! | —--
4 308 369 4,17 x 10~3 | 89.964
5 309 328 2,21 x 10~} | 89.976
6 310 278 6.09 x 1071 | 89.999
7 310 300 5.32 x 1073 | =--
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PSSEARCH
C  S5EERRE R RRRRNR AR KA KR RERRRE RS ER A KA SE R R AR EEE SR ARR AR R RS REE R B EE KKK

C PROBLEM = MAXIMIZE WEIGHT

SUBJECT TO — ALTITD - 303805 = 0O

C VELI - 25853 = O
C GAMMAT - (] = 0
[ X SR EE AR R X SR REREE R EREEERE R AR B R R SR RR R EREEE SRR E SRR ER SRR RBRE S EE R EE
SRCHM = 4y IPRO = =1, MAXT TR = 10,

oPY = 1y OPTVAR = 6HWEIGHT, OPTPM = 12.0,
WOPY = 1.0E-6, CONEPS = 89.98,

NINDV = 9, PERT = 1.0y

INDVR = 6HWGTSG o 6HPITPC2, 6HPITPC2, 6HPITPC2, HHPITPC2,
INDPH = 1, 29 3 by 59
U ‘4031000.0' ‘108' ~a5y -027 -03'
INDVR(6) = GHPITPC2, &HPITPC2, 6HPITPC2, 6HPITPC2,

INDPH(S) = by Ty 9, 10,

0‘6, = "025' -03' -015' -‘05'

NOEPYV = 3,

DEPVR = 6HALTITO, 6HVELT o O6HGAMMAIL,

DEPVAL = 203805.0, 25853.0, . 0.0,

DEPTL = 100.0, oly «001,

L 4

PSGENDAT EVENT = 1,y

TITLE =500 SAMPLE PROBLEM FOR ASCENT W/ DROP TANK DRBITER ’
c

NPC(2) = 1y 4y 2, NPC(B) = 2, 1, NPC(16) = 1, NPC(21) = 1,
IGUID(1) = 1, IGUIDI4) = 1,

MAXTIM L 1000.0y ALTMAX = 2000000.0, FESN = 12,

DT = S.0¢ PINC = 20.0,

TIME = 0.0,

GOLAT = 28.54 LONG = 279.4, AZL = 90.0,
NENG = 1y WPROPI = 2249000.0, ISPV = 439,0,
GXP = 218.42, GYP = Oey GzP = 33,33,
SREF = 4500.00, LREF = 218.833,

$
PSTBLMLT TVCIM = 1.,

PSTAB TABLE = 6HTVCLT +095472000.0,

$
PSTAB TABLE = 6HAEL1T ,0,232.5,

$

PSTAB TABLE = 6HCDT 2296HMACH  J6HALPHA 412,5915141,1,141,51,1,
-200'
0.0y 14569 o599 1585, o7y 1.598, o8By 1.242, 1., 3.157, 1.242.996,
1e59 18165 2.0y 1.301y 30y <650y Sey <482y Tey 382, 10., 396,
- 5.’
0.0, o263' 05' .338’ .7' 0110' .89 03029 1.' 06909 1.2' 0671'
1.5' .563' 2.0' .‘0809 3.' .383' 50' 0256' 7.’ .212’ 10.' 02100
Oas
0.09 <180y, <5, 18 5 .7y .200, .8, «251y 1., «%95, 1.2, .502,

Figure 29.~ Input Data Deck for Space Shuttle Ascent Sample
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105' .‘857 200' 0456' 3.’ 03919 5.’ .272' 7.' 02319 10-9 0231'
S5e9
0.0. 0263, 05’ 0338' .7' ollO' 08' 0302’ lo' .690’ 1.29 06710
159 563, 2.0y 480y 309 <383, 5.5, .256, Tey <212y 10+ .210,
20.4
0.0' 1.‘056’ 05' 1.585’ 07' 1.598' 08’ 1.2‘2’ lo' 3.157’ 1.2'2.996’
1.59 1.816, 2.0y 1.301y 3¢ o850, 5¢9 <4829 7oy 382y 10ey 396,
PS$TAB TABLE = 6HCLT 22 s6HMACH  J6HALPHA 412,451,15145191,51,1,1,
-20.0
0.09 -100100 05'-10025’ 07, -.99' .8' -0815' 1.’-1008 [} 1.2’-1011'
1e59 =895, 2.0y =788y 3e9=eb6353 5Se9p —o&809 Tay =43 5 10,y —.43,
Oay
0.0, «015y 55 04 4 o7y 01 4, <8y —.045, 1oy .08 4 1.2y 038,
1059 ~e02 1] 200' "0108' 3.9-01‘059 5.' --15' 7.9 -.15 [ ] lO.g—.IS ’
Ser
0.09 0545' .5' 075' .7' .53' .8' .365' l.’ '69 [ 2 1.2' .638'
1.5, b3 o 2. o «2429 3., ell, Say 025 ¢ Tey «e00 9 10ey .00
20.,
o.o' 2'135' ‘5' 202" L ] 07’ 2009' 08'1.595 [ ] 10’ 2.52 * 1.2'2.438’
1e5s 1o78 ¢ 2¢ 3 10292y 30y oB753 5e9 55 9 Ter 45 ¢ 10ey 45
s
PSTAB TABLE = 6HCMAT L1,6HMACH ,12,141,1,
0.0, 0019' 07' 00218' .9' 00302, lo’ 0023' 102'-0011' 105'-0032'
1.8'-00395' 2.".0‘019' 30".0396' 5."'00187' 7.'-00082’ 10.’ 000'
$
PSTAB TABLE = SHXREFT ,1,6HMACH ,12,1,1,1,
0.00137.869 o79140.05¢ 9913677y 1e914T7.Tly 1.29145.52,
1.59144.43, 1.89141.58, 2.,128.3, 3,.,131.74, 5.,118.83,
Te9109.42, 10.4+91.91,

ENDPHS = 1,

$

PSGENDAT EVENT = 2y CRITR = 6HTIME , VALUE = 15,0,
IGUID(4) = 0,

ENDPHS = 1,

s

PSGENDAYT EVENT = 3y CRITR = 6HTIME o, VALUE = 25.0,
ENDPHS = 1,

L
PSGENDAT EVENT = 4y CRITR = 6HTIME o VALUE = 40.0,
ENOPHS = 1,

s

PSGENDAT EVENT = 5S¢ CRITR = 6HTIME , VALUE = 60.0
NPC(T) = 1,

ASMAX = 3.0,

ENDPHS = 1,

[ 3

PSGENDAT EVENT = 69 CRITR = 6HMTIME , VALUE = 120.0,
ENDPHS = )

$ .

PSGENDAT EVENT = Te CRITR = 6HTIME , VALUE = 150.0,

Figure 29.- Continued
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DY = 10.0,

ENDPHS = ) O

1

PSGENDAT EVENT = 8y CRITR = 6HWPROP , VALUE = 0.0,
NPC(T) = O,

NPC (9} = 0y Oy

WEICON = 0.0,

ENDPHS = 1,

3

PSGENDAT EVENTY = 9y, CRITR = 6HTDURP o, VALUE = Tay
DT = 20.0, :
PINC = 50.0,

NPC(T) = 1,

NPC(9) = ) &

WJETT = 665000.0,

WPROPI = 809000.0,

ISPV = 459,0,

GXpP = 1‘2.0'

GYP = 0.0,

GzP = 25.0,

SREF = 4840.0,

LREF = 13%.0,

3

PSTBLMLYT

s

PSTAB TABLE = 6HTVC1T ,0,1431000.0,
s

PSTAB TABLE = 6HAELTY ,0,154.54,
4
PSTAB TABLE = 6MHCDTY 2296HMACH LH6MHALPHA 2129Telslelelelelyl,l,
-20.,
09.026' 02’002" 0670026' 08’0028' 09'0035' 10390093' 1.5'0122'
29116y 2.48,.1, 3,.092, 3.9,.082, 40,.,03,
- ‘.'
0120249 0290024y e69.0269 +89.028, .9,.035, 1.3,.093, 1¢549.122,
2901169 2.48y.1y 35.092, 3.9,.082, 404 .03,

(1
090026y 229026y 26900269 o8,.024, .9,.036, 134,092, 1.5,.118,
292106y 2.489.091y 34,082y 3.9,.074, 40,.022,

Ser
01042y 029042y o69.04y oB8yo042,y .9,.076, 1e376124, 1.55.142,
290124, 2.48,.098, 3,.088, 3.9,.079, 40, .033,

10.
09:076y 22,.076y o63.08y oeByely 9913, 1e340194, 1.5,.192,
290165, 2.‘8'0127' 35114, 3.9,.095, L0y .057,

204,
0936y e29e3by 690362, eBrebeley 95,41, 1.3,.39, 159036 ¢ 245,32,
2.4890242y 39222y 3.94.2169 40,.238,

30.,
0'0369 02'.36' 06'.36' 08’.“' 09’.‘1' 1030039' 105’.36'_2'032'
2:.64890h4y 343,418y 3.95.4, 400.3,

Figure 29.- Continued
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$
PSTAB TABLE = O6HCLY 9296HMACH J6HALPHA 3129791 9l9lslelelelsl,
’20.'
0"007' 02’—008’ 061-012' 080-012' 09"0129 153’--12' 1.5'-¢12'
2'-013' 2.‘8'-01"' 39-012' 3.9'-019 100'-.145
‘.’
0.-.07' .2’-008' 06"-12’ 08"‘0129 09’-012' 103"012’ 105’-012'
2'-013' 2.‘08".1‘9 39-012’ 3.90".1' 40'-014'
Oer
09e0By 025008y 06908y oB9o06y <9906y 1e39.07y 1e59.04,y 2,0.0,
2.‘8"002' 3'—003' 3.99-00" ‘009003'
S50
090299 0290299 06590299 o89e28y 299228y 1235039 1.59e24y 24017,
24830129 39409y 3.94.08y 40,.21,
10.,
09e59 ¢290b9 069049y oBre48, 0996529 10396529 155041y 245033,
2.‘8'-25' 3'.2' 3.9'015’ ‘00049
20 ¢
D9eP%y ¢2969%y 0690924 eByeFy 099094y 1037089y 159759 2963,
2.‘08'.51’ 3'."3' 3.99.39' ‘00076'
30.,
029y 02969y 06932929 eByaD9 99945 103989 15975y 29468,
2489667y 39659 3.99.62y 409,76,

3

PSTAB TABLE = SHCMAT ,0,0.0,

$

PSTAB TABLE = 6HXCGT 1 ,6HWEICON,S,141,1,

098Tebby 202250493.93y 404500999.68, 606750,104.04¢ 809000,104.37,
$

PSTAB TABLE = BHYCGT ,0,0.0,

$

PSTAB TABLE = HHZCGT e 196HWEICON:5,2,51,1,

0931633, 2022509315y 404500931.75, 606750932.42, 809000,33.83,

ENDPHS = 1,

$

PSGENDAT EVENT = 10y CRITR = 6HTDURP o VALUE = 100.0,
ENDPHS = 1,

$
PSGENDAT EVENT = 11y CRITR = 6HTOURP , VALUE = 150.0,
NPC(1) = 2y

ENDPHS = 1,

s
PSGENDAY EVENT = 12y CRITR = 6HWPROP 4 VALUE = 0.y
ENDPHS = 1,

ENDPRB = 1,

ENDJOB = 1,

s

Figure 29.- Concluded
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In this table, the function P, is a measure of the weighted error in the
constraints, and is calculated from the equation

(h)_. - 303 80572 [(v Jpo = 25 853]2 (¥ 2
BO 1)B0 1) BO
Fa = [ 100 ] + 0.1 + [ 0.001] . (38)

Clearly, in the general case P, is the square of the norm of the weighted

. v
error vector e, and is computed as

»

’\' -
£

oo

PZ-

The condition P, < 1 is sufficient to ensure that all constraints are satis-
fied to within their specified tolerances.

The other important optimization output variable is the angle, CTHA.
Mathematically, CTHA is defined as the angle between the unconstrained per-
formance gradient vector and the projection of this vector to the plane that is
a tangent constraint manifold. CTHA converges to 90° at the constrained op-
timum because the performance gradient becomes orthogonal to the constraint
manifold at that point. This angle is computed from the equation

g Pg )
el Pl

where g is the unconstrained performance gradient and P is the projection matrix
to the constraint tangent plane.

CTHA = cos™! ( (39)

Typical output for this type of problem would be (1) the trajectory, block
printout for the nominal trajectory, (2) the sequence of iteration summaries,
(3) the trajectory block printout of the final optimal trajectory, and (4) plots
of all user-requested variables. These types of output are illustrated in
Figure 30. The plot capability is not contained in POST but rather is gener-
ated from a profile type written by POST. The frequency and amount of trajec-
tory printout can also be controlled by the user. In this example, the only
printout is at the minus and plus sides of each event. These data give a brief
but useful summary of the trajectory time histories.

Example 2. Single-Stage-to-Orbit (SSTO) Entry

This SSTO entry case, illustrated in Figure 31, features several advanced
program options, that are particularly useful in entry trajectory analysis. For
example, the trajectory control scheme used is significantly more complex than
the simple open loop technique demonstrated in Example 1. In addition, several
of the more advanced program simulation options are employed. Options include
roving events, multiple time channels, feedback steering, monitor variables,
print block changes, special variables, and multiple runs.
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INITIAL CONDITION SUMMARY

PHASE DATA SUMMARY

TRAJECTORY BLOCK PRINTOUT

,

QAMPLE PROBLEN FOR ASLENT W/ DRCP TANK GREITER

INPUT UNITS = ENGLISH, GUTPUT UNITS = ENGLLISH

INITIAL CONDITICNS
TIiM

. 0. TIMED s G.
GCLAT = ¢.B5000UUUESG] GDLAT = 2.850UCUOVEOL LONG = 2.79400000E+02 LUNGI
GCKAD = 2.G%257410€¢07 ALVITO = 0.
VELR  * 0. GAMMAK = 0. AIVELR = 0.
PROGRAN TERWINATICN PAKAMETERS .
FESN = 12.000 MAXTIM *  1.0G0UOUOUL+03 ALTMIN = =5.0000G0VOE+u3 ALTMA
THE LAUNCH PAD INERTIAL (L) FRAMt 1S DEFINEOD uY
LATL  »  2.25060000L+G1 LUNL = 2.7940000GE+02 AZL = 9.000000UUE+0L
ATTRACY mr. PLANET MCOEL
s 2.09257610t 0T R¥ L 2.09257410E¢07 UMEGA = T.29211000t-0% W
JZ = 0. J3 = . e = 0.
SAMPLE PROGLEM FOR ASLENY w/ DRUP YANK DREITER
BEGIN PHASE  1.000
1962 U.Se STANDARD ATMOSPHERE MOOEL
Auwvuulc CLEFH 1CIENTS SPLUIFIED oY DRAG ANG LIFT CUEFFICIENTS
KEF &  4.50000Gu0E+03 LREF =  2.16L33000L¢02 LREFY = O,
PROPULSION CALLULATED FOR 1 ROCKET ENGINES
VEMICLE WEIGHT PARAMETERS )
WGTSG » 4.033281128+06 WPLD  + 0. WPROP = 2.264900000E+06 WJIETTY
G0 = 3.21740000€+0)
NUMEER OF INTEGRALS FOR THIS PHASE = b
INTEGRATIOUN SCHEME » FOURTM URDER NUNGE-RUTTA
ov +  5.00000000E+00 PINC = 2.00000000L¢01
USE INERTIAL RGLL+ YAWs AND PITCH CCMMANGS
ROLPC = 0. 'S » 0. » e .
PITPC = 0. s U » U v Oe v
YAWPC » G. . e v O » O ’
YAWE s 0. YAMR = U. Dvaw = 0. OESN
PITI = O. PITR  a u. LPITCH « O, OESN
ROLI 0. &OLK = 0. DRCLL = O. DESN
TME NEXT EVENT TO CCLUK WELL Bt CNE CF THE FOLLOWING
M . 2.000 TYPE = PRIMKY CRITR = TIME VALUE
ToL = 1.00000000F-08 MOL .1
TAELLS AMO MULTIPLIERS FOR THIS PHASE
CCT  » 1.00000000E 400 CLT o+ 1.0UOULLUOESGG CMAT 4 1.00000000L+00 TVCIT
AREFT o 1.00U00V00E +0O
PROGRAN CCNTROL FLAGS
NHC 1y = L NPL 420 = L NPL & 3) s 4 NPC L &bE 2 NPC L 5) = o
NPC (8 = 2NPC (91 s L NPC  {10) = O WPL (11} = O NPC (12} = O
WPC (150 = O NPC {161 = 1 NPC (17} = O NPL (18} = G0 MPC U19) &
NPC (220t D WPC (231 = U NPC  (Zé) = O NPL  (iS) = O NPCL (26} = O
NPC (29D = U NWC 130} = G NPC {310 = O NPC  (32) = O NPC (33} = O
GUIDAMCE CONTRCL FLAGS . )
TGUID € 10-2 1 IGLID § 20 = G 16UID & 30 & U JGUID ( «) = 1 IGLID ( 5) = 1
IGUID { 6} = © IGUIG  9) = ¢ IGUID (1031 = © IGUID (11) = O ILURDL (22) = 2
IGUID (15} = O IGUID flo) = O LGUID (17) = O LGUID (1b} = O IGUID (19} = O
IGUIL {22} ¢ & 1GUID (23) = o LGUED (24) = O IGUIO (25) = O
SAMPLE PROBLEM FUR ASCENT W/ DRGP TANK LRR1TER
ese PHASE 1.00u seoe
TIME 0. VIMES  w. TOURF  O. OENS  2.37690697t-03
ALTITC-4. 70837158607 GLRAD 2.097574LUE+07 GULAT  2.E5000000E 0} GLLAYT  2.550000UVE «G1
VELL  1.341011580+03 GAMMAL G. AZVEL] 9.00000000E +01 X1 3400354B00E *GO
VELR 0. GAMMAR 0. AIVELK O, v1 -1.61429627E¢07
VELA  U. CAMMAA 9,.0OGOUOLLE+GY AZVELA O. i 9.95490083€¢0u
GaMaC C. AZVAD u. DWNRNC 0. CRANG  U.
THRUST 4.97997964E+00 WELGNT ,033261136«06 WOOT  1.iepko¥i5t+06 WEILOM 1.490116126-08
ETA 1.00000000E+00 EVAL  1.0000U0UOLE*GO 1PNULL O. IYNULL 0.
FIXE  4.97997964E+06 FAXD =-u. AXE 3.97259353E ¢01 ALPMA U,
FTYE  O. FAYE 0. AYD ™ CETA U,
[ ITHEES FALB  ~u. AZb . BNKANG 9.00000000( *U1
ca 1.8060LOGOE-0T CD 1.6000UDUOE-01 DRAG O, ROLI  O.
o 1.50000000€-02 (L 1.5G0000D0E 02 LIFT G vami  u.
cy 0. HEATRT O, TLHEAT G. PITL O,
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TINE  1.50u00UOVE+G] TIMES  1.5GU00GUGEsul TDURP  1.50LULGLLE 0L DENS  2.31267089E€-03
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Ly O
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GAMMAT 5.508591ulE 00
GAMMAR b.962L759TE+OL
GAMMAA B.%82H7597E 01

AIVAD 2.0081T4z1Ee00
WEIGHT 3.84L31074E200
LTAL 1.00000000€ +0L
FARE  =1.592u235T7E+0s
FAYS 0.

FAZE ~1.0955TU0bL+0)
4] 1.82991962¢-01
(48 1.310% 0Tl —02
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AZVEL] ¥.00299007L +01 X1
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AZVELA 2.13369vbeE 02 11
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Rt YNU

Figure 30.-

Ve
1.26600925(0 ¢Ub
("8
~o15607773E ¢01
[\
~9. 1892751 E-0D
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3.02352033L+08
~1.£1604T65E207
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2 Ve
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2 1.5Q0000000t 01

1.000L00LUE +UL  AELT
NeC L o) = 0O NPL

[ 49 113) = 0 NPC
wPC 1200 = 0 NPC
NP C ta?) = 0 NPC
NPC toa) = O MPC
1GUID ¢ 63 = O 1GUIDL
1010 (23] = 1 1GUID
1GUID (cud = 0 16U
PRES 2.11621680E 03
LCNG 2 T960uuRuuE 02
vkl 1.32300460L 203
vyl £a19022026E¢02
vzl Ve

GPRNGT U

WPRGP  1.ie900L000E 00
INCPCH O,

ALPDCT O.

BETDUT U.

BNKDCT U,

YawR O

FLTR E.999%9b92( s L)
FCLR Ve

ASYL  ~=2.6hcdusl3Eeul
PRES £.04531361E 903
LCNG 2.79599993F «L2
VXl 1.3611039¢ +U>
vri 1.07996292¢ 202
vil 8.10769361k %01
OPANG] Ul

WPROP  .06:02961t *ub
INCPLH U

ALPDOT 0.

et TOOT 0.

EMEDOT v,

ALL LY 2.70029901k 02
PITh B9 I29TE Ul
ROLR 1.8006LO0O0L *L2
ALY -3.0l22u822Eul

Typical POST Output
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TARGETING & OPTIMIZATION

INPUT SUMMARY
..

ITERATION SUMMARY
A

SAMPLE PRCBLEM FCR ASCENT W/ DACP TANK CREITER

. rITPL2

©.000,

SE-Vle-laoleT2er% ~ul,

S28 INPUT SUMMARY FLR FRULLEM NG, 1 ses
SEARCH/OPTINIZATION INPUTS
NINDY = L4 NOEPY @ 3 SRCHN L3 NODtw =
INpVR  » WGTSG ’ PITPL2 ’ PITPCZ * PITPL? ’ PITPL2
P1TPC2 ’ PIYIPC2 » PITPC2 »
INDFH = 1.000, 2.000, 3.000, 4.000, %00ty
7000, 9000, 16000,
u = AeUIIZBIILE U014 U2YOFTIVE ~ul o =c . 55E50020E =01 4~1.6 728890 3t L0 PRI & FEN]
“6ebSTUBAS Lt ~L2y=-1.30035729E-01,-116TIITT5E-0],
ww = 2.40077400E~07, 5.55555556L-01, < Of +0Uy 5.C
3.33333533E+00, o TE+00, ¢ *wl,
PERT " 2.4807T40UE-VT, Sed55L5050k 000 1 4 =0~y 5.000
30353332338 =04y 0.06666066TE=04, 2,00000000¢ 03,
DEPVYR s ALTIYO . viil ’ GAMMal .
DEPPH = %00 .000, YOU.L00, Y00.000,
DEFVAL = 3,03605000E+05, 2.5b6530000L ¢+04y . .
OEPTL = 1} 02, 2 =0l 1 =03,
IDEFVR = Gy Gy 0,
IFDEG = Uy Oy Dy
CPTVAR = WE1GHT 0
OPYPH = 12.000,
orr L3 1 MAXITR = 10 e s 0 inrvg =
PGEPS & 1.00000000Lt+00 P2RIN = 1,uG000000E+00 STMNP] = 1.00000000t =01 STANF: =
CONSXY = 3.G00UULUOL ~06 CONSAZ * ). uuLuGuLUE-us WCON 2 1.G0000000ESUZ FITER] 2
FITERZ = 1.00000000t 03 PCTLL 2+ §,0000000GL-U1 WOPT : 1.000000uut ~vo CONEPT =
CONEP2 = 1.00000000L~01 C(LNEP3 =  1.00000000t-UL CUNEP& = 1.00000C00E-01 COCNEPD o
CONEPS = 1.00000000E-01 GAMAX = 1.uLOULOUUE*0]

$o 1TERATICN NUMBER

CP/ITR 4.05668TL0EC 00

PERY

1. OLULLLOGE 200
1. 000LU00LE (e

1

1. 0LOGOGRULGL ~L4
1 2 OULLLLOE ~0e

PARTIALS D¢ ALTITU WITH RESPECT 10 U(D)

SMAT  ~i.38560U20E 400
1449398101 ¢00
PARTIALS OF VELI wl
SMAT  =35.650ei TT3E =02
=3.91591002E 03

6.54163105E0ys
2+.6T7E95543E+06
T™H KESPECT TC ULl
=1.56383207E+03
=T+40352370E¢0)

PARTIALS OF GAMMAL WlTn RESPECT 70 Uf1)

SMAY  -3.63069205E-05
24727356728 401
Glil) ~«.03100000F ¢¢0
1.59672106E~11
GlRAG  4.03100000¢%00
Gill)  1.48134225¢E210
1.87427c730 08
GZMAG  1.49311047¢410

PORCID=-R.ETIeBTTE-US

=9.698098%c -04

PGLRAG ©.8TT0TI00E~US

WYEC 2. 480774008 ~07
3433333333800
NAC 3
1at 1
OFIDS  1.¥5399550k 02
OP2DS ~5.40177) 20k 00
STPMAX 1.00000000E+10
UMaG 3.11u88422E+00
DUMAG  1.45812976L-C1
GAMAST O.
PLIRY -3,08000000E—0)
P2ZINY 3,95 19L560F 07
YPRED .
Inove [ 13819
PLITRL2
INDEM 1.000
7.000
utn) 4e02815ub2t eue
~3.195778 10k -u1l
MEEl)} -2.74660273E+01
DE Pvi ALTITO
DE PP *00.000
LU} =2.7ee8(273¢ %03
ri ~3.05150821t =0}
OP Tyan WEIGNTY
oF TPK 12.000

LPTVAL 3.05150621ke05

2

82

4.4TI%A20E 202

8.0%U610T0E *uu
©=23430600E +01

=3.197a4231€6~11
Ga

%.342627L 3k eLb
1.85471908E «08

~.2762037E~03
~56+329809 75t 04

5.555595%08 -0}
©.66600607L+00

b4

14981 970E 01

~3.051%0821E-01
TN 28E 00D
Ue
rITRC2
PLYPCL
¢«000
9000
=l 64376758k e00L
=lebbiosuiot-u1
=SebdYvevIynt +0]
VEL)
Yo bue
~5e03%n93bat cul

Figure 30.-

10000000 ¢ ~06
12 00LWO000E ~Us

VebZU2BBILL 408
1.19850«16£ 406

=24434056T0¢ *03
4929770708 +03

1.s80064020E001)
5. 1030 Tv26t *ul
1.T762% 00tk ~11
8.6L1764208-13

L.6337606%E +08
€ 2893050E 007

~S.4UsbbE10L ~04
1ouloua Tust ~u3

2.00000000 +00
£ 4UDO0VLOOE *b)

3

Lek3796573¢ 01
0.
O,
“eeT79%0431E+0)
PITPCZ
PITHC2
3.000
10.000
~ 5. 0560s Lt ~01
=5.22T8Taint <02
Ce330V04a2E w1
[ LYY
$u0.000
2334%00a2E-02

1.00000000t —ue

1.256030%¢1 00

~3.328T8950t eu3

1.09211226t+0}

T.1U562736E-12

.91 740462770007

~e035I29T4E-04

5.00000000t +00

PLIPC2
«.000

—levlsloTvat-ul

Concluded

-1

1. 006G00000E =01
1 .GLUEOO00L —00
8o 9%auIUOE +ud
1.00000000t ~0)

1.20000000¢ ~0a

3201315005k o0

“1eb0T27930E oun

“~. 051230t 2¢E0u)

Led96T2000t~11

LRLTYY T RALTRIN Y

SebouPeBut -0

303333333320

[

Ge

s
rItPL2
9. tOu

=3.11.%20808 01

beuly 30253333320 %0uy ~.U0LOOUOLL *0u,

~04r 3.33333333E 0~y ~ 0000000 ~Un,

PRULLEN ML, ]

1, 00ULLOOL -04

leSouedidut *00

~~.19%35< 70k *03

2.3%ulecalioul

. leTP0a500at-1)

159127907t sy

9.261373012-04

S ULLUVVLOL 00

v,
Ve
.
LELI4Y]
6.0

~e575318T e -u)



SPAN

60.168m
(197.4 ft)
|+——36.45m (119.6 ft)— 30.69m
Payload (100.7 £ft)
/ : i‘
L
76.6m (251.3 ft)

1.0 - Start Entry @ 1219.2 ka (400 000 ft)

10.0 Interrupt +20.0 Start Pullout @ 990.6 km (325 000 ft) + O s

at 990.6 km N 30.0 End Rollout after 10 s
(325 000 ft) 3 ~35.0 Interrupt @ acc = 0.1 fps?
™ __40.0 Terminal Pullout at dh/dv = 5.85 s

M
;:; uleiple Heat ht& 50.0 Terminate Heatrate Control @ 2.2 g

1219.2 km Control
000 ft —_—
(400 ) Acceleration AN \.-60.0 Terminate acc Control 14/s after Initiation

Control
\Qi Start Final Rollout
95.0 Roving Event on \75.0 Change Bank Angle Rate
Altitude 332.2 km— ~~__-76.0 Drive Bank Angle to Zero

80.0 Roving Event on Mach No. to Change

(109 000 f£) to Start ~———
\ Angle of Attack to 20 deg

New Aeroheatin 65.0 Rovin
Calculation 8 Evencgon/_\_(95-° Roving Event on Altitude

Flight Azimuth to Terminate Aeroheating
Calculations
—~100.0 End Trajectory

Earth 152 km (50 000 ft)— @ 152 km (50 000 ft)

Figure 31.- Trajectory Profile and Sequence of Events for SSTO Entry
Sample Case
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The simulation is initiated and entry interface ( 400 000 ft), and termin-
ated when the vehicle has descended to 50 000 ft. The trajectory control scheme
attempts to minimize total heat by capitalizing on the ability of the TPS mate-
rial to withstand a high heat rate for a short period of time. The basic op-
timization strategy is to attain the prescribed maximum heat rate as early as
possible on entry into the atmosphere. This limit is then followed until the
acceleration constraint is encountered. The bank-angle linear-feedback steer-
ing algorithm is then switched from controlling heat rate to controlling the
acceleration profile. The acceleration limit is then followed until it is
necessary to deviate from the limit to achieve the specified crossrange., This
trajectory scheme is presented in Figure 31. 'Parametric results show that this
simple approach provides the minimum total heat for this configuration by mini-
mizing the entry flight time, subject to the heating rate, the acceleration,
and the crossrange constraints.

One of the more difficult problems encountered in this example is that of
determining the proper bank angle schedule to enable the vehicle to "pull out"
of its initial entry plunge at the maximum heat rate that can be tolerated by
the TPS. This "pull-out" maneuver is further constrained because it is im-
portant to minimize the heat rate "overshoot' when the linear feedback steering
option is exercised. This is accomplished by using the POST iteration feature
to solve the pull-out problem, which can be defined as:

determine the desired bank angle, ¢d’ that satisfies the heat rate equation
Qtg) = oy (40)
when
Q= o0.

In the trajectory set-up, presented in Figure 31, the vehicle is initially
banked ninety degrees (¢ = 90°) and ¢d is the desired bank angle when the
vehicle reaches the 325 000 ft altitude. As such, ¢d really represents the
amount of "un-bank" required to achieve the precper pull-out conditions.

After the proper pull-out conditions are satisfied, the vehicle descends
using closed-loop steering to maintain heat rate and limit maximum deceleration.
This leads to the second problem that must be solved to satisfy the cross-
range requirements. If the vehicle remains on the maximum deceleration boundary
too long, it will be unable to attain the required crossrange. If it departs
too soon, it will be able to satisfy the crossrange, but it will increase the
flight time, and, hence, the total heat, As a result, the following open loop

optimization problem is formulated at the "bottom" of the trajectory: deter-
mine the acceleration boundary departure time, TD, and the bank angle schedule

characterized by the parameters {¢; ¢» ¢3 ¢4}

that maximize: TD (1.e., stay on g-boundary as long as possible)
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subject to: CR 1100 n mi = 0
at the trajectory termination condition h = 50 000 ft.

Notice that in the formulation, which maximizes the time on the g-constraint,
the optimization variable, TD’ is also one of the independent variables.

This is not uncommon, but is, nevertheless, confusing to new users, who are not
familiar with optimization theory.

As mentioned earlier, the complete SSTO entry problem is solved using the
multiple run feature of POST. The first run is a one-dimensional iteration
problem that determines the bank angle schedule required to achieve the proper
pull-out conditions. The second run, initialized using the converged condi-
tions from Run 1, simulates closed loop steering, first, along the heat rate
boundary, and, second, along the acceleration boundary. When the time of de-
parture is reached, the program uses the projected gradient algorithm to maxi-
mize TD’ subject to the crossrange constraint. Notice that only two rums and

one pass at the computer are required to efficiently solve this problem. This
is because the external iteration (Run 1) and optimization (Run 2) occur at the
"top'" and "bottom" of the trajectory. The majority of the flight time is
simulated only once using closed-loop steering to satisfy both environmental
constraints,

The data deck for this example is listed in Figure 32.
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PS$SEARCH

SRCHM = 4,
MAXITR = 3,
NINDV = 1,

INDVR = SHDBANK ,
INDPH = 20.,

U= -Nn.1220821, > SEARCH DATA FOR FIRST PROBLEM
PERT = «5y . .

NDEPV = 1,

DEPVR = 6HHEATRY,

DEPPH = 40.,

DEPTL = .1,

DEPVAL = 100., J

PSGENDAT EVENTI(1) = 1.0,
TITLE = S50HMAX HEAT RATE =100. GAMMAI = —-0.80, PERIGEE = O

TITLE(T) = 4OMEAST MISSION ’
FESN = 100.,
MAXTIM = 4000.,
ALTMIN = =-110000.,
ALTMAX = 450000.,
NPC(1) = 3,

NPC(2) = 1,

oT z 20.y
DTYIMR(1) = 1.,
DTIMR(2) = 1.,
DTIMR(3) = 1.,

NPC(3) ® 2
VELI = 25600.,
GAMMATI = —,8,
AZVELYI = 0.,
AZVELI = 90,,
NPC (&) = 2,

ALTITO = 400000.,
GCLAT £ Qe

LONG = Oey

J2 = 1.0827€-3,
MU = 1.,4076469E+16,
OMEGA = T.292115€-5,
RE = 20925722.,
RP = 20855560.,
NPC(S, = 2' 09 0. 2'
LREF = 200.,

RN 2‘00 ’

NPC(9) = 0,
SREF = 12120.,
WGTSG = 523076,

NPC(10)=0,
NPC(11) = 0
MONX(1) = 6HDYNP ,6HASMG J6HHEATRT,

Figure 32.- Input Data Deck for SSTO Sample Entry
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MONY(1) = 6HTIME L6HTIME LO6HTIME
NPC(12) = O,

IGUID = 0y O, 3'
ALPHA = 30.0
DALPHA z 3049
BNKANG = -9C,,

DBANK = =-90.,

NSPEC - =z 1y

SPECI = 400000.,
SPECI(6) = 100.,
SPECI{7) = 310.,

NPC(15) = ley

PINC = S50.,

PRNT(91) = 6HTIMRF1,6HXMAX] 46MXMAX2 ,6HXMAX3 6HTLPWT ,6HUBAR
6HTIMRF2 ,6HYXMX1 ,6HYXMX2 ,6HYXMX3 ,6HTIMRF3, 6HSPECV1,
O6HVELAD 6K *

PSTBLMLY

PSTAB TABLE = 6HCDT 21 96HMACH 9419141,

4,09 430, 4.5y 4209 5.0¢ 410y 5.5y o400, 6.5¢ 4390,
B.09 383, 10ey ¢37Sy 30ey <3409 100,y 340,

s

PSTAB TABLE = 6HCLT ’1’6H"ACH ) 8,171'1'
4,09 e62249 4.7y o600y 5.59 25859 659y <570y Ta5¢ «560,
B8e59 5509 10ay o540, 30e9 o520,

$
PSTAB TABLE = OHALPHAT ;1 ,6HMACH 46419141,
0e910.09 1.0510.0y 2.0920.0y 4.0920ey 5.0,30.0y 100.430.0,
ENDPHS 3!.
$

PSGENDAT EVENT(1) = 10.,

CRITR = 6HALTITO, VALUE = 325000.,
NPC(1) = 0,

TIMRF(1) = 0.,

TIMRF{2) = Q.o

DY = lo.,

ENDPHS = 1,

L 3
PSGENDAT EVENT(1) = 20.y
CRITR = 6HTIMRFY,
VALUE = 0.0,
TIMRF(1) = O.»

MDL LI B

DBANK =z -T71.1220821,

0T = 2.9

ENDPHS = 1,
PSGENDAT EVENT(1) = 30.y
CRITR = 6HTIMRF],

VALUE = 10.,

Figure 32.- Continued
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TIMRF(1) = O.»

JGUID = 0Oy Oy Oy

MOL = 1,

ENDPHS = 1,

L 3
PSGENDAT EVENT = 35,,
CRITR = 6HVELAD
VALUE = =41y

ENDPKS = 1,

[ 3

PSGENDAT EVENT = 40.4 1l
CRITR = 6HSPECV],

VALUE = 5,85,
MDL = 1,
oT z 249
TIMRF(1) = O«
IGUID(1) = O,
IGUID(2) = 1,
IGUID(&6) = O,
IGUID(T) = O,
IGUID(B) = 4,
KDG(3) = 420.y
KRG(3) = 300.y

IDGF(3) = 1y

DGF(3) = 6MHEATRT,

TIMRF(3) = 0.,

3
PSTBLMLY

s
PSTAB TABLE = 6HGNOM3T,1,6HVELR , 751,1,1,
O., “70.' 120000' -7°Q' 1350009 -20.' )

15500.9 ’200' 1850009 -45.' 2400009 -700' 30000.9 -70.'

$

PSTAB TABLE = 6HGNMX3T40+0.

$

PSTAB TABLE = 6HGNMN3T7,0,~180.,
$

n

PSTAB TABLE 6HGDF3T ,0,100.,
ENDPHS = 1,

s
PSGENDAT EVENT = 50.y 0.y
CRITR = 6HASMG
VALUE = 1.4,

MOL = 1,

TIMRF(1) = O.y

TIMRF(3) = 0.,

KDG(3) = 4200.,

KRG(3) = 3000.,
IDGF(3) = 1,

DGF(3) = 6HASMG

$

Figure 32.,- Continued
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PSTBLMLY

s
PSTAB TAB

Ouy ~T0es 12000.y =T70ey 13500.¢ ~20.y

LE

6HGNOM3 T, 1,6HVELR o Telslely

15500.9 ‘20.' 1850001 -‘05.' 2“000.’ -700.' 300000' -700'

6HGDF3T 31 96HTIMRF193919101y

$

PSTAB TABLE = 6HGNMX3T,0,0.9
$

PSTAB TABLE = 6HGNMN3T,0,-180.,
L 4

PSTAB TABLE =

Oey leby 30,9 loby 10.E10, l.4,
ENDPHS = 1y
$

PSGENDAT EVENT(1) = 6049
CRITR = 6HTIMRF3,
VALUE = 1l41l.,

IGUID = 090,43y
DALPHA = 3049
BNKANG = =T0.y
DBANK = -26.T7182816,
TIMRF(3) = 0.y

MDL = 1,

12 } = 10e»
ENDPHS = 1,

]

PSGENDAT EVENT = 65491y

VALUE = 90.0,
CRITR = 6HAZVELR,
CRITR = 1HU,
VALUE = O.y
IGUID(1) = 0.y
IGUID(2) = 1.,
IGUID(L) = 2.4
IGUID(T7) = Oy
IGUID(8) = l.¢
BNKPC(1) = O.¢
ENDPHS = 1,

L 4

PSGENDAT EVENT(1) = TO.»
CRITR = 6HTIMRF3,
VALUE =z 2049
MDL = 1,

TIMRF(3) = 0.9
DBANK = =23.,6650460,
ENDPHS = 1,

]

PSGENDAT EVENT(1) = 75.,
CRITR = 6HMTIMRF3,
VALUE = 20.9
MDOL = 1,

Figure 32,.-

Continued
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TIMRF(3) = 0.,
DBANK = -11.1222061,
ENDPHS = 1,

$
PSGENDAT EVENT = 76.,
CRITR = 6HTIMRF3,
VALUE = 20.9
TIMRF(3) = 0.,
MDL = 1,
DBANK = 0.0,
ENDPHS = 1,
t 3
PSGENDAT EVENTI(1) = 80.» l.»
CRITR = 6HMACH ,
VALUE = 5,9
MDL = 1,
IGUID(1} = 0.,
IGUID(2) = 1.,
IGUID(6) = 2.,
IGUID(T) = 0.,
IGUID(B) = 1.,
BNKPC(1) = 0.,
DT = 5.,
$
PSTBLMLT
PSTAB TABLE = &6MCDT ,2,6HMACH +OHALPHA , 15, 14 4191919191 91,1,1,
=50.9

0.00, .030, 0.20, ,030, 0.60, .030, 0.70, .033, 0.80, .039,

0.90, .050y 1.10, .105, 1.20, 122, 1.30, .130, 1.40, .125,

1.60, .112, 2.00, .100, 5.00, .069, 10.0y, .050, 30.0, .028B,
0.00,

0.00, .030, 0.20, .030, 0.60, .030, 0.70, .033, 0.80, .039,

0.90, .050, 1.10y .105, 1.20, .122, 1.30y 120, 1.40, .125,

1.60y 112y 2.00, 100, 5.00, 069, 10.0, .050, 30.0, 028,
4.00,

0.00, .042, 0.20y .042, 0,60, 042y, 0.70, 045, 0.80, 050,

0.90, <067y 1.10¢y 130y 1.20y .142, 1.30, .145, 1.40, .14&1,

1.60y <128y 2.00y 110, 5.00, .070y 10.0y .050, 30.0, 028,
8.00,

0.00y 055y 0.20y 055y 0.50, 055, 0.60y o060y 0.75, 070,

0.80, .080y 0.90, .112, 1.00, .150, 1.10, .168, 1.20, .170,

1.40y 168y 180y o142, 3,00y .103y 5,00y 072y 30,0, 040,
12.00,

0,00y 0754 0.20y 075, 0.50, 093, 0.65, 112, 0.70, 123,

O.N, 0175, 0090' .218' 1005' 023‘0' 10301 0228' l.so. oZlO'

2.00y .171y 3.00, .182, 5.00, .100, 10.0, .083, 30.0, 060,
16.00,

0.00, .102, 0.204 .103, 0.50, .150, 0.65, .183, 0.75, 250,

0.85y <305y 0.95, <325, 1.00y .330, 1.20y .325, 1.50, .295,

2,50,y +202y 3.50y .163, 5.00, 140, 10.0y .120, 30.0, .090,

Figure 32,- Continued
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20.00,
0,00,
0.80,
1.50,

24 .00,
O.WQ
0,80,
2.00,

28.00,
0.00,
0.80,
2.00,

32.00,
0.00,
0.90,
3,00,

36.00'
0.00,

«170,
«397,
392,

«260
«535,
o‘?l'

«375,
«682,
«563,

«510,
<882,
05“'

«650,

0.90,1.020,

3.00,
40.00,
0.00,

«682,

0786’

0.90491.136,

3.00,
44 ,00,
0.00,

«863,

«911,

0.90,1.232,
3.00,1.007,

90.00,
0.00.

«911,

0.90,1.232,
3.0041.007,

PSTAB TABLE =

’90.00'
0.00,
1.20,
3.00,

0.00,
0.00,
1.20 *
3.00,

4,00,
0.00,
1.20,
2.70,

8.00,
0.00,
1.20,
4,00,

12.00,

0065 [
«020,
«000,

<065,
«020,
«000,

220,
«162,
009“'

e384,
«305,
«130,

0.20,
0090'
2,00,

0.20,
0.90,
2.50,

0.20,
0090'
2.50,

0.20,
1.00,
4,00,

0.20,

«170,
oh2T,y
323,

« 260,

«572,
e34T,

«375,
e T229
4Tl

«510,
«B897,
« 490,

«650,

1.00,1.038,

4,00,

0.20,

«618,

« 786y

1.00+1.152,

4,00y

0.20,

«TTTy

«911,

1.00,1.248,

4.00,

0.20,

«932,

«911,

1.0051.248,

4,00,

6HCLT

0.20,
1.60,

‘0.00 | Dt

0.20,
1.60,

4,004~

0.20,
1.25,
3.30'

0020'
1.30,
‘0 50'

«932,

0.40,
1.00,
3.00,

0.40,
1.00,
3.00,

0.40,
1.00,
3.00,

0.40,
1.10,
6,00,

0.‘0’

«210,
e
«238,

«320,
05751
e312,

.452'
« T35,
«4 20y

«59b6,
«890,
.‘53'

1.10,1.032,

6.00,

00‘001

«580,

«871,

1.10,1.150,

6.00,

o711y

0.40,1.000,
1.10+1.245,

6.00,

«858,

0.40,1.000,
1.1041.245,

6,00,

» 2y 6HMACH

« 065,
«052,
<013,

«065,
« 052,
0013'

«220,
«162,
«070,

<384,
.29‘,
.120’

Figure

0.90,
1.70,
6.00,

0.90,
1.70,
6,00,

0.80,
1.45,
4.50,

0.80,

1.60,
T7.50,

320-

«858,

s SHALPHA

«052,
«052,

-.021,

<052,
«052,

“0021'

«220,
«1632,
<050,

«382,
«280,
«100,

0.60,
1.10,
5.00,

0.60,
1.30,
5.00,

0.60,
1.10
5.00,

0060'
1.50,
10.0,

0.60,
1.50,
10.0,

«272,
obbl,
«» 190,

« 400,
.5‘2’
«270,

555,
« 730,
«355,

« 713,
«818,
k3],

« 860,
«963,
«550,

« 995,

1.5041.090,

10.0,

«6TS,

0.6041.115,
1.50,1.195,

10.0'

.805'

0.460+1.115,
1.50,1.195,

10.0'

1.00,
2.00,

1000"

1.00,
2.00,

10.0,-

0.90,
10600
10.0,

0090,
2.00,
1000'

Continued

.805'

0037'
« 046,
«028,

«037,
«04b,
«028,

«217,
«180,
« 027,

«378,
«250,
«088,

0.70,
1.20,
30.0'

0.70,
1.60,
30-0'

0070'
1.60,
30.0y

0.800
2.00,
30.0,

0.80,
2.00'
30.0'

«340,
0‘32'
«132,

466y
«492,
«190,

.618'
+638,
«290,

08‘01'
« 720,
«388,

«978,
.865'
.‘90’

0.80,1.101,
2.00,1.010,

30.0,

«610,

0.80,1.205,
2.0041.125,

30.0’

.722'

0.80'1-205'
2.00,1.125,

30.0,

1.10,
2.50'

30.0 4~

1.10,
2.50,

30.0'-

1.00,
1.90,
30.0’

1.00,
3.00,
30 .0,

« 722y

2159214515151 5151,151,1,

«020,
«018,
0028'

0020'
«018,
028,

«200,
-161'
«005,

«362,

«160,
0055’
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0.00, .530y 0.20y .530y 0.80, 530y 0.90y .525, 1.00, .490,
1.109 <463y 1.80y o372y 2.00y 350y 2.40y 300, 2.60, 278,
3.10y <230y 3,70y 200y 4.80, 180, 10.0, .155, 30.0, .125,
16 .00,
0.00, .660y 0.20, .660y 0.50, 650, 0.90, .628, 1.00, .608,
1.209 <568y 1.609 <573y 1.80, o484y 2.00y o455, 2,80, 347,
3.30y <310y 4.00y <285y 6.00, o255, 10.0, .233, 30.0, .188,
20.00, , |
OQMQ .760’ 0.20’ .760' 0.60. 0732' 0.809 0719' 1.009 0693'
1209 66Ty 1.509 o622, 1.80, .579, 2.00, «54Ty 2.50, 478,
3.00y <420, 4.00y .382, 6.00, o343, 10.0y .308, 30.0, .240,
24,00, .
0.00, .838, 0.20, .835, 0.60, .808, 0.80, .790, 1.00, .770,
1020y +7519 12509 <718y 180y 67Ty 2.00y o646y 2.50, .569,
3.00' .528' ‘.00' .‘083’ 6.00’ .‘0‘01' 10.0' .l.oo’ 30.0' .313,
28.00. ’
0.00, .906, 0.20y .900y 0.60, 872, 0.80, .860, 1.00, .842,
1.20y o825 1.50y <797y 1.80, 7605 2.00, 735, 2.50, 675,
3.00y <632y 4.00y 573, 6.00, .530, 10.0y 491, 30.0, .423,
32.00'
0.00y 970y 0.20, .961y 0.60, .930, 0.80, .917, 1.00, .900,
1.20, .880, 1.50, .860y 1.80, 838, 2.00y; <820, 2.50, 765,
3.00y <720y 4,00y 670y 6.00, 6264 10.0y 584, 30.0, .53&,
36.00'
0.00,1.020, 0.20,41.010y 0.60, .978, 0.80, .961, 1.00, .949,
1.205 .933y 1.50y <910y 1,80y 890y 2.00, 877y 2.50, 840,
3.00y <808y 4,00y <761y 6.00y 717y 10.05 670y 20.0y 577,
40.00,
0.00,1.055¢ 0.2041.042, 0.60,1.015, 0.80,1.001, 1.00, .990,
120y <979y 1.50¢ <9629 180y 947, 2.00, 934, 2.50, «910,
3.00y <882y 4,00y o842y 6.00y 7944 10.0y 752, 30.0, «663,
44,00,
0.00,1.070, 0.20,1.060, 0.60,1.037, 0.80,1.027, 1.00,1.018,
1.2041.010y 1.50y <9984y 1.80y 987y 2.00, 980, 2.50, .961,
3.00y 942y 4,00, <910y 6.00y 867y 10.0, 821, 30.0, «T40,
90.00,
0.0041.070y 0.2091.060y 0.60,1.037y 0.8041.027y 1.00,1.018,
1.2091.010y 1.50y .998, 1.80, .987, 2.00, .980, 2.50, «961,
3.00y 942, 4,00y .910, 6.00, 86Ty 10.0y 821, 30.0, .740,

ENDPHS = 1},
PSGENDAT EVENT(1) = 95., 1.,
NPC(2) = 2,
CRITR = 6HALTITO,
VALVUE = 102000.,
TIMRF(1) = 0.,
MDL = 3,
NPC(28) = O,
ITAP = 19lolslelelelyel,el,l,
ARP = 3288.4 2955.9 803., 1844,y 297., 1408., 980., 240.9 140., 0.,
HRA? = .%' 017' 0‘3' 078’ 097' 1.129 1062’ 2.5' 3.5' 0.,

Figure 32.- Continued
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s

PSTBLMLT
WUALIM = 1.25,
L 2
PSTAB TABLE = 6HWUALY , 2 , 6HTHTPL , 6HTIME
1500. ¢
5.991'.37’
1800.,
5.8585.50,
2700.,
S5aT379 64,
ENDPHS=1,
s
PSGENDAT EVENT(1) = 98.y l.y
CRITR = GHALTITO,
TI"RF‘I, = 0.,
VALUE = 90000.,
MDL = 3,
NPC(15) = 0y
NPC(26) = 0y
ENDPHS = 1,
]
PSGENDAT EVENT(1) = 100.,
CRITR = 6HALTITO,
VALUE = 5000049
MDL = 3,
ENDPHS =1,
ENDPRB=1,
s
PESEARCH
OPTVAR = 6HTIMRF1},
OPTPH = 6049
PCTCC = .1’
NINDV z 4
INDVR = 6HDBANK »6HDBANK »6HDBANK
INDPH = 60.’ 70.’ 75.9 600’
U = -26.7182816,
=23.,6650460
-11.1222061)
10009
PERT = 0.,00140,001+0.00190.01
NDEPYV z 1y
DEPVR = GHCRRNG
DEPPH =2 100
DEPVAL =z =1200.>
DEPTL L -TX
ENDJOB = 1y
S

Figure 32.- Concluded

e 6593901515101 41,151,1,

Te3134688y B8e51T91.36y 9.2151.64, 9,903,1.96, 10.463,2.21,
60908..910 8.295910“7' 9.21'1.85, 9.903'2.20' 100‘6?'2.48'

6.90891e23, 8.294,1.94, 9.21,42.45, 9.903,2.87, 10.404,3.20,

s6HCRITR

FOR

SEARCH DATA
FSECOND PROBLEM
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Example 3, Orbital Maneuvers

This example illustrates the application of POST to a finite-burn orbit
transfer problem. The basic problem is to determine the optimal location, dur-
ation, and attitude of two thrusting maneuvers that transfer an orbital vehicle
(Transtage) from a near-Earth park-orbit to a geostationary orbit, Final weight
is again used as the optimization variable. However, as demonstrated in Example
1, this is the same as maximizing the deliverable payload. A simplified version
of this problem could be easily set up using the impulsive option. The more
detailed simulation is presented, however, to illustrate a number of specific
flight phases that naturally occur in orbital analysis problems. These phases
are: (1) non-Keplerian coast segments using the Krogh integrator, (2) attitude
reorientation maneuvers that simulate the kinematics (not dynamics) of the RCS,
(3) propellant settling via thrusting maneuvers, and (4) long-duration finite-
thrust orbital maneuvers.

The basic transfer geometry is illustrated in Figure 33. As indicated, the
problem starts at booster burnout, which occurs 483.893 second into the flight,
The first phase, Event 1.0 to Event 125.0, is a non-Keplerian coast to the
first equatorial crossing. The occurrence of the equatorial crossing is de-
mined by specifying "latitude equals zero" as an event criteria. This is accom-
plished via the $GENDAT input shown below.

PSGENDAT
EVENT = 125.,
CRITR = 5HGCLAT, represents the crossing condition
VALUE = 0.0,
ENDPHS = 1,
$

Event 125.0 is used to "trigger'" a sequence of (1) reorientation, (2) pro-
pellant settling, and (3) main engine start-up transient phases., The primary
main engine burn starts at Event 148.0 and ends some 325 seconds later at Event
150.0. Event 150.0 also initiates the coast-to-apogee defined by Event 260.0.
At apogee the same basic sequence of maneuvers are used again to simulate the
final circularization maneuver, which ends at Event 280.0. A long coast tra-
jectory is then propagated until the vehicle reaches its fourth equatorial
crossing at the final event, Event 300.0.

The POST input deck for this problem is shown in Figure 34, Comments are
placed on each important data card to assist the reader in understanding the
input set up. The ability to place comments on actual data cards is a feature
unique to the POST NAMELIST processor, and is not available on most standard
system NAMELIST routines,

The targeting and optimization formulation and input set up used in this
case deserves some explanation. First, the optimization variable is WEIGHT at
Event 300.0. This is also the WEIGHT at Event 280.0 because the variable WEIGHT
does not change during the coast phase between Events 280.0 and 300.0. New
users often think this practice to be inefficient. However, in this case it is
not because the orbital conditions (constraints) are also defined at the fourth
equatorial crossing, and so the trajectory must be propagated to Event 300.0 to
calculate the dependent variables.
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PS$SEARCH

c
C
LISTIN =1, /7 INPUT NAMELIST AND TABLE
/ SUMMARY
1DEB =1, / PRINT TRIAL STEP SUMMARY
MAXITR =3, / MAXIMUM PERMISSIBLE NUMBER OF
/ 1TERATIONS
SRCHM =hey 7 USE ACCELERATED PROJECTED-
/7 GRADIENY ALGORITHM
IPRO =0, /7 PRINT INITIAL AND FINAL
/7 NOMINAL TRAJECTORIES
Coono CONTROL VARIABLE SPECIFICATION
NINDV =9, / NUMBER OF CONTROL VARIABLES
INDVR =6HCRITR 6HPITPC1, 6HYANPC1,
6HPITPC2, - 6HCRITR
6HCRITR 6MPITPC], 6HYAWPC] ,
6HCRITR ,
INDPH =140. 140., 140.,
148, 150.,
260., 260, 26049
280,
u =6.90142019, =3.67420779, -7.93809841,
-+ 0468945159, 321.887057,
180.136723, 1.69258420, 43,7987715,
109.526823,
PERT =o°l’ 0010 ol’
«001, «01,
<01, «01, «01,
«01,
Coveoo CONSTANTS CONTROLLING AUTOMATIC PERT SELECTYION
NPAD 39' 5' 13'
POLMAX =2,
MODEW =0,
WU =le ol, l.y
10.' .l'
lo' lo' .1'
.l’
Cevoe CONSTRAINT VARIABLE SPECIFICATION
NODEPV =5,
DEPVR =6HSEMJIAX 6HECCEN 6HINC *
6HARGP 6HLONG
DEPPH =300.¢ 300.., 300.
300.y 300,
DEPVAL =138973648., «03, 5.9
180.¢ 58.96,
DEPTL =10000. ’ 00001' 001'
001' ool'
Ceosoe OBJECTIVE SPECIFICATION
oPT =ley / MAXIMIZE OBJECTIVE

Figure 34.- Input Data Deck for Orbital Maneuver Sample Case
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OPTVAR =6HWEIGHT,
oPTPH =300.
PCTCC =aly

/7 OPTIMIZATION VARIABLE

/ OPTIMIZATION PHASE

/ MAXIMUM RELATIVE CHANGE
/7 ALLOWED IN MAGNITUDE OF
/7 WEIGHTED CONTROL VECTOR
/ MAXIMUM ABSOLUTE CHANGE
/ ALLOWED IN MAGNITUDE OF
/7 WEIGHTED CONTROL VECTOR
E

STPMAX =1l.»

Ceeos ITERATION CONVERGENCE TOLERANCES
CONEPS =89.9, 1.0E-20, 1.CE-10,
1005-059 . 1.0E-201
P2MIN =29 / VALUE OF SUM OF SQUARES
/7 OF ERRORS BELOW WHICH
/7 ITERATION 1S CONSIDERED
/ TARGETED
Cenoe CURVE FITTING TOLERANCES
CONSEX =1.0E-05, 1.0E~05,
FITERR =1,0E-06, 1.0E-03,
$
PSGENDAT EVENT(1)=1.y
TITLE(1)=50H 2015 ’
TITLE(6)=50H STAGE III INITIALIZATION
FESN =300.

Coeoeos TRAJECTORY ABORT SPECIFICATION

MAXTIM =50000.y / MAXIMUM TRAJECTORY TIME
ALTMIN =0.9» / MINTMUM ALTITUDE
Ceoee PROPAGATION SPECIFICATION
NPC(2) =2, ' /7 VARIABLE STEP/ORDER PREDICTOR
/7 CORRECTOR
EPSINT =.1, /7 DESIRED INTEGRATION ACCURACY
PRNT(63)=6HDT ’ /7 PRINT INTEGRATION STEP SIZE
oT =100., /7 INITIAL ESTIMATE OF
/7 INTEGRATION STEP SIZE
PINC =10.E10, /7 INTERVAL BETWEEN PRINT BLOCKS
Ceceoo VEHICLE WEIGHT SPECIFICATION
WPROPI =23379., /7 INITIAL PROPELLANT LOAD
NPC(5) =0, /7 NO ATMOSPHERE
NPC(1) =3, 7 CALCULATE CONIC ELEMENTS AT
/ EACH INTEGRATION STEP
NPC(9) = O, /7 NO ROCKET THRUST
Cecee STEERING SPECIFICATION
IGUID(1)=4, / PITCH PLANE STEERING
IGUID(16)=0, /7 DETERMINE PITCH EULER ANLGE
/7 DIRECTLY FROM INPUT
IGUID(4)=1, /7 ATTITUDE ANGLES ARE INPUT
./ POLYNOMIALS WITH INPUT
/7 CONSTANTS
Coseo INITIALIZE STATE VECTOR FROM BOOST TRAJECTORY
NPCt3) =2, /7 INITIALIZE VELOCITY VECTOR

/7 THROUGH INERTIAL COMPONENTS
/ IN G-FRAME

Figure 34.- Continued
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VELI =26032.975,
GAMMATT =0. 9
AZVELI =105.04684,
NPC(4) =2, /7 INITIALIZE POSITION VECTOR
/7 THROUGH INERTIAL SPHERICAL
/7 COORDINATES
GCLAT £25.,310029,
LONGI =297.99561,
GCRAD =21411784.,
TIME =482,.893,
WGTYSG =30840.331,
TIMED = -3,., /7 TIME AT WHICH ECI FRAME IS
/ INITIALIZED
LATL =28.56205, /7 LATITUDE OF L-FRAME ORIGIN
LONL 2279.42257, /7 LONGITUDE OF L-FRAME ORIGIN
AZL =100.170556, / AZIMUTH OF L-FRAME Z-AXIS
NPC(16) = O, /7 OBLATE PLANET GRAVITY MODEL
Ceees SMITHSONIAN EARTH MODEL
GO =32.174, / CONVERSION FACTOR FROM SLUGS
/7 TO LBM
J2 =,001082639, / 2ND ZONAL HARMONIC COEFFICIENT
/7 IN EARTH POTENTIAL FUNCTION
MU 21.407645T994E+16, /7 NEWTONIAN GRAVITATIONAL
/7 CONSTANT
J3 ==2.565E~06, /7 3RD ZONAL HARMONIC COEFFICIENT
/7 IN EARTH POTENTIAL FUNCTION
Jé& ==1.60BE-06, /7 4TH ZONAL HARMONIC COEFFICENT
/7 IN EARTH POTENTIAL FUNCTION
OMEGA =T7.292115146E-05, / EARTH ROTATIONAL RATE
RE =20925662.T» / EARTH EQUATORIAL RADIUS
RP . =20855502.4, / EARTH POLAR RADIUS
Ceveo SPECIAL PURPOSE PRINT BLOCK
PRNT(1) = 6HTIME o 6HALTITO, 6HVELI o 6HGAMMAI, GHWEIGHT, 6HTHRUST,
PRNT(7) = 6HTIMES , 6HGCRAD o 6HVELR , 6HGAMMAR, 6HWDOT , SMASM )
PRNT(13)= 6MTDURP , O6HGDLAT , GOHGCLAY , 6HLONG o 6HWPROP , 6HAZVELI,
PRNT(19)= 6HIBL1Y o 6MIB12 , 6MIB13 , 6HXI » 6MHVX] y 6HAX] .
PRNT(25)= &6HIB21 , 6MIB22 , 6HIB23 , 6HYI ¢ 6HVYI s 6MAY] .
PRNT(31)= 6HIB31 , 6HIB32 , 6MIB33 , 6M21 s 6HVZI s 6HAZI ’
PRNT(37)= 6HASXI o 6HROLI , 6HROLR , 6HURX » G6HUNX » OMHXF ’
PRNT(43)= 6HASYI o+ 6HYAWI o 6HYAWR , 6HURY ¢+ OHUNY s OHYF ’
PRNT(49)= 6HASZI , SHPITI , 6HPITR , 6HURZ » OHUNZ s+ OHZF ’
PRNT(55)= 6HFTXB , 6HFTYB o 6HFTZB , 6HAXB + 6HAYB s+ 6HAZSB ’
PRNT(61)= 6HTIMRF1, 6HW ¢+ O6MDT » 6HPSTOP
ENDPHS = 1.,
S
PSGENDAT EVENT(1)=125,.,
TITLE(6)=50H FIRST EQUATORIAL CROSSING ’
CRITR =6MHGCLAT
VALUE =049
ENDPHS =1.,
$
Figure 34.- Continued
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PSGENDAT EVENT(1) = 140.,

TITLE(6)=50H REORIENT TRANSTAGE ATTITUDE FOR 1ST BURN ’
CRITR =6HGCLAT

VALUE =549

MDL =3,
L STEERING MOOE

IGUID(1)=2, / RELATIVE EULER ANGLES
IGUID(13)=3, /7 INERTIAL VELOCITY VECTOR AS

/ YAW REFERENCE
PITPC(1)=0.,
YAWPC(1)==1.45T6,
ROLPC(1)=0.,
Ceceo PROPAGATION SPECIFICATION

DT =2. 9 /7 INITIAL STEP SIZE EXTIMATE
ENDPHS = 1.,

$

PSGENDAT EVENT(1l)=x146.,

TITLE(6)=50H TRANSTAGE 1ST PROPELLANT SETTLING BURN ’

CRITR = 6HTDURP ,
VALUE =0e¢

MOL =1,
Cocoe -PROPULSION SPECIFICATION

NPC(9) =1, / ROCKET THRUST

NENG =1, /7 NUMBER OF ROCKET ENGINES
Cecee VEHICLE WEIGHT SPECIFICATION

WJETT =6, /7 JETTISON ACS PROPELLANT
Covee STEERING SPECIFICATION

IGUIDI(1)=4, /7 PITCH-PLANE STEERING
IGUID{4)=0, /7 CARRY-OVER ATTITUDE FROM
/ PREVIOUS PHASE

$

PSTBLMLY

$

Ceceo PROPELLANT SETTLING THRUST

PSTAB TABLE =6HTVC1T . ¢ PO 206,83,

]
Ceooe PROPELLANT SETTLING FLOW RATE

PSTAB TABLE = &HWD1T, P 0.93333333,
ENDPHS = l..,

]

PSGENDAT EVENT(1)=147.,

TITLE(6)=50H T/S FIRST BURN START-UP (1ST 3 SECONDS) 138FS1l-1 ,
CRITR =6HTDURP

VALUE =154

$

PSTBLMLY

$

Ceeces TRANSTAGE FIRST BURN THRUST

PSTAB TABLE =6HTVC1T O.y 16000.,

‘ .
Cooeo TRANSTAGE FIRST BURN FLOWRATE (FLOWRATE IS 16000 LB / 302 SEC

Figure 34.- Continued
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o PLUS 20 LB 7/ 325 SEC FOR ABLATION

PSTAB TABLE  =6MWD1T , Oey 53.04167091,
ENDPHS = 1., ]
s

PSGENDAT EVENT(1)=148., _

TITLE(6)=50H TRANSTAGE FIRST BURN (STEADY STATE) ’

CRITR =6HTDURP ,
VALUE =34
Ciceo STEERING SPECIFICATION

PITPC(2)1=-0.06746, /7 FIRST BURN PITCH RATE
ENDPHS = 1.,

$

PSGENDAT EVENT(1)=150.,

TITLE(6)=504 FIRST BURN SHUTDOWN (138FS2-1) ’

CRITR =6HTDURP ,
VALUE =325.663005,

Coene PROPAGATION SPECIFICATION
DT =200., /7 INITIAL STEP SIZE ESTIMATE
Ceeeoos STEERING SPECIFICATION
PITPC(2)=0., / ELIMINATE PITCH RATE
Cosoe PROPULSION SPECIFICATION
NPC(9) = 0.y /7 NO ROCKET THRUST
ENDPHS =1l.,
$
PSGENDAT EVENT =260., _
TITLE(6)=50H REORIENT TRANSTAGE ATTITUDE FOR 2ND BURN ’
CRITR =6HTRUAN '
VALUE =180.,
Cecns PROPAGATION SPECIFICATION
o7 =2e9 /7 INITIAL STEP S1ZE ESTIMATE
Cecee STEERING SPECIFICATION
16UID(1)=2, /7 RELATIVE EULER ANGLES
IGUID(13)=3, /7 INERTIAL VELOCITY VECTOR
IGUID(4)=1, / ATTITUDE ANGLES ARE INPUT
/ POLYNDMIALS WITH INPUT
/7 CONSTANTS
/7 IS YAW REFERENCE
PITPC(1)=2.9242,
YAWPC(1)=50.639,
ROLPC(1)=0.,
ENDPHS =1.,
s
PSGENDAT EVENT =265.y
TITLE(6)=50H TRANSTAGE 2ND PROPELLANT SETTLING BURN »’
CRITR =6HTDURP ,
VALUE =0.
Ceaeoe PROPULSION SPECIFICATION
NPCt9) =1, /7 ROCKET THRUST
NENG =1y /7 NUMBER OF ROCKET ENGINES
Cesee VEHICLE WEIGHT SPECIFICATION
WJETT =43., /7 JETTISON ACS PROPELLANT

Figure 34.- Continued
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C....

IGUID(1)=4,
IGUID({4)=0,

STEERING SPECIFICATION

/7 PITCH PLANE STEERING
/7 CARRY OVER ATTITUDE FROM

/7 FROM PREVIOUS PHASE

$
PSTBLMLY
3 .
Ceoee TRANSTAGE 2ND BURN PROPELLANT-SETTLING THRUST
PSTAB TABLE =6HTVC1TY Oer 187.23,
L
Coooo TRANSTAGE 2ND BURN PROPELLANT-SETTLING WEIGHT FLOW RATE
PSTAB TABLE =6MWD1T Oer «83333333,
ENDPHS =1l.,
L 3
PSGENDAT EVENT 22709
TITLE(6)=50H TRANSTAGE 2ND BURN CONSTANT ATTITUDE PHASE ’
CRITR =6HTDURP
VALUE =be
s
PSTBLMLY
3
Ceese TRANSTAGE 2ND BURN VACCUUM THRUST
PSTAB TABLE =6HTVC1T Oeo 16000,
.
Ceoee TRANSTAGE 2ND BURN WEIGHT FLOW RATE TABLE
PSTAB TABLE =6HWDL1T 0. 53.05285972,
ENDPHS =1l.,
$
PSGENDAT EVENT =280.,
. TITLE(6)=50H TRANSTAGE 2ND BURN SHUTDOWN (138FS2-2) *
CRITR =6HTDURP
VALUE =118.19,
Coeeos PROPAGATION SPECIFICATION
DT =1000.+ /7 INITIAL STEP SI2E ESTIMATE
Ceees PROPULSION SPECIFICATION
NPC(9) =0, /7 NO ROCKET THRUST
ENDPHS =1l.,
$
PSGENDAT EVENT =300.9
TITLE(6)=50H 4TH EOQUATORIAL CROSSING )
CRITR  =6MGCLAT
VALUE =0ay
ENDPHS =1l.9
ENDPRB zley
ENDJOB zlay
L

Figure 34.- Concluded
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Second, there are five orbital "target" conditions defined that describe
the desired final orbit. The first four constraints are the standard Keplerian
orbital elements specifying semimajor axis, eccentricity, inclination, and
argument of perigee. The last constraint is longitude at Event 300.0. Now
Event 300.0 defines the fourth equatorial crossing, which in this case is an
ascending crossing. As a result, the final constraint is mathematically equal
to the longitude of the ascending node. At first this seems a rather obtruse
procedure for computing the longitude of node. However, this special technique
is generally required to eliminate the problems encountered in targeting to
very low inclination orbits, where as a result of small changes in the maneuver,
the ascending node can discontinuously change by 180 deg. This is because
during a long thrust maneuver a "seemingly" ascending node can be changed to a
descending node with only minor changes in the yaw-turn steering parameters.

Third, there is a total of nine independent variables defined in this sample
case. The first five of these variables are, because of their event numbers,
associated with the first main engine apogee-raising burn. The first control
variable in the event criteria at Event 140. Review of the data deck reveals
that CRITR at Event 140.0 is latitude. Thus, this first control variable is the
latitude at which the apogee raising maneuver is started. The second and third
control variables are the initial relative pitch and yaw attitude angles, re-
spectively. The fourth variable is the pitch rate during the burn, and the
fifth variable can be shown to be the burn time of the main engine, The final
four control variables are similarly defined, and apply to the final circular-
ization maneuver. Notice in the final maneuver a constant relative attitude 1is
maintained because the pitch rate coefficient PITPC2 has been omitted from the
final set of control parameters.

The mathematical formulation of this orbital transfer problem may be sum-
marized as follows:

Determine the values of the nine control parameters

u= (¢1, 81, V1, 8, Ty 925 82, V2, Tgo) (41)

that maximize: Wf,

subject to the final orbital conditions (constraints);
a(tf) - 13 893 648 ft
e(tf) - 0.030 = 0,

i(tf} - 5.0 deg = 0,

m(tf) - 180 deg = 0,

eR(tf) - 58.96 deg = 0,

102



where ¢ is geocentric latitude, 6 is relative Euler pitch angle, y is relative
Euler yaw angle measure from the azimuth of the inertial velocity vector, 6
is the time derivative of 6, TB is the burn time of the main engine, a is semi-

major axis, e is eccentricity, i is inclination, w is argument of perigee, GR

is the longitude of ascending node, and W is total spacecraft weight., The
subscripts 1, 2, and f denote the first and second maneuvers and the final con-
ditions, respectively. The relationship between this mathematical formulation
and the required $SEARCH inputs can be distilled by studing Figure 34, There
are a number of additional inputs in $SEARCH that are optimization algorithm
control parameters, and are not related to the problem formulation. Brief de-
scriptions of these parameters are given in the comments on the individual data
cards. More complete definitions are contained in reference 1.

Example 4. Hypersonic Aircraft Point Performance

This example is presented to illustrate the application of the POST pro-
gram to aircraft point performance problems. This is a unique application of
POST in that the trajectory time history is not generated. Instead, the com-
plete optimization takes place at a single fixed point in time--hence, the
term point performance. See Figure 35.

The basic problem is to determine the maximum cruise velocity of a hyper-
sonic aircraft such as the X-24C. The maximum velocity, of course, depends on
the configuration and the particular propulsion system used. For a particular
configuration and engine, the problem may be stated more precisely as follows:

Determine the cruise altitude, velocity, and angle of attack h, VR’ a

to
maximize: VR
subject to: VR =0
YR=-0

The constraints on the total derivative of relative velocity and flight path
angle are used instead of the standard cruise conditions of "thrust equals
drag" and "1lift equals weight." This is due to two important accelerations
that cannot be ignored in the hypersonic flight regime: (1) the thrust com-
ponent in the lift direction, and (2) the centripetal acceleration.

The complete input deck for this example is presented in Figure 36. There
are only two events in this case: "~ EVENT = 1.0, the first event, and EVENT =
100.0, the final event. The final event criteria, CRITR = S5HTDURP, is the
elapsed time between EVENT = 1.0 and EVENT = 100.0. Notice that the value of
the final event criteria is zero, i.e., VALUE = 0.0. This means that zero time
evolves between events 1.0 and 100.0. This type of event is referred to as a
"zero-length event" in POST terminology.
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PS$SEARCH

CONEPS'I’ = B9«
MAXITR = 10,
oPT = 1,
SRCHM = 5,
PERT = ,01ly loE—4, l.E-6,
OPTVAR = 6HVELR
OPTPH = 100.9
NDEPYV = 2y
DEPVR = SHVELAD , 6HGAMAD
IDEPVR = 0,0,
DEPPH = 2%100.
DEPVAL £ 0.0, 0.0,
DEPTL = 0,001y 0.001,
NINDV = 3,
INDVR = 6HALTITO, 6HVELR o6HALPPC1,
INDPH = 3%} Y]
U = 90000.' ‘05000’ 100’
PCTCC z ,02,
3
PSGENDAT EVENT(1) = 1.0,
TITLE = OH*SET-UP FOR MAX. CRUISE RANGE —=- POINTY PERFORMANCE=*,
NSPEC(2) = 1,
FESN = 100.0,
WPROP1 = 9000.
WGTSG = 27500.,
SREF = 569.20
MAXTIM = 600.0,

C s»xex  NPC(2) SELECTS INTEGRATION SCHEME

NPC(2) = 1,

PINC = 1049

DT = S .

C sssx¢ NPC(3) SELECTS VELOCITY INITIALIZATION & = EARTH RELATIVE
C %% COMPONENTS IN LOCAL HORIZONTAL FRAME

NPC(3) = &y
VELR = 4500.
GAMMAR z 0oy
AZVELR = 90. )

C ssxs¢ NPC(4) SELECTS POSITION INITIALIZATION
C s 2 = SPHERICAL COORDINATES
NPC (&) = 2y

TIME = Qo
ALTITO = 100000,
GDLATY = 0.0,
LONG = 0.0,
NPC(9) = 1,
NPC(9) = 5

NENG = 1y

C sesss EARTH MODEL PER JPL REPORT 32-1306, 15 JULY 1968.
C ssxss  NPC(S) SELECTS ATMOSPHERE MODEL ( 2 = 1962 STANDARD }

Figure 36.- Input Data Deck for Hypersonic Aircraft Sample Case
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WAC (5} = 2
C #*7v&%k NPC(B) SELECTS AERODYNAMIC INPUT OPTION (1=INPUT CAT AND CNAT)

MPC(8B) = 1,
LREF = 23.0¢
RN = lo'
C *5%%x NPC(12) SELECTS RANGE CALCULATION (1 = GREAT CIRCLE RELATIVE)
NPC(12) = 1,
L #%%3% NPC(22) DEFINES ENGINE THROTTLING { 2 = ETA CURVE )
C *s%x%% GUIDANCE COMMANDS
IGUID = 040,01,
NPCL22) = 1,
ETAPCI(1) = 1.,
PNT(91) = GHMVELAD , 6HSPECV3,
F 3
PSTBLMLT
AE1IM = 25.'
L
C *% CA TABLE X24C-7 65: CG 5/30/713
P3iTAB TABLE = 3HCAT, 2, 4HMACH, SHALPHA, 12, S59lylslyelel,l,1,1,
O.y

0.0,.0467;.6'.0468..8..0483.1.0..0856.1.?..0944.1.5,.0735'2.0,.0643.
3.0,-0514.4.0,.0461,5.0..0414'6.0'.0&03.100...0403,

Gey
000003‘07'060003‘8008"03907100' 00775'1.2'008421105’ 00660’ 2.0' 00561’
3.09.0446'6.0'.0386'5.09.0359.6.0..0368.100.0..03481

Bey
0.0..0257..6..0258'.8..0325.1.0..0743'1.2,.0798p1.5..0622.2.0,.0503'
3.01.0400,4.0,.0343.5.0,00319'600'003111100001003119

12.4
0.0'.0177'.6' .0178'.8'002909100000738’1.2'.0809'1.5'00609’2.0’.0‘063'
3.0,.0363,4.0..0316.5.0,.0299'6.0,.0289'100.0,.0289.

20.,
0.0..0077'.6..0078..8,.0310.1.0'.0794'1.2..0912'1.5g.0628'2.0..0617,
3.0..0313.4.0'.0311.5.0,.0334,6.0,.0312'100.'.0312'

3

C %% (N TABLE X24C-7 65: CG 5/30/73

P$TAB TABLE = “HCN‘T'ZQ 4HHACH' SHALPHA' 129 511,10191'1'1’1919
D.e

0.0y =.0&y .6, ~e04y 8y =-.047, 1.0, —e023, 1.2, ~-.05, 1.5y -.032,

2.0,-.032; 3.0'-0032' “.0'-0032' 5.0".032’ 6.0'-0032' 100.0’-.032'
Say

e0yp <04y o6y 04y .8y 039, 1.0, .05, 1.2, «033, 1.5, .038,

200y 2029y 3.0y 0255 4.0y 025, 5.0, «019y 6.0, .016y 100.0, 016,
Ees

0.0’ 0125' .6' o125' .8' 0125’ 1.0' 0137' 102' ol?’ 105' 012'

2.0y .105, 3.0, .093, 4.0, .091, 5.0, «08y 6.0y 076y 100.0, 076,

iZey

G0y 205y o6y 205, .8, .21, 1.0, .222, 1.2y 205, 1.5, .21,

20y 191y 3.0y 172, 4.0, 161, 5.0, «148y 6.0y o141,y 100.0, .141,
20ey

0-09 366y o6y 4366y o8y 383, 1.0, 395, 1.2, 377y 1.5y 409,

Figure 36.- Continued
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2409 39, 3.0y 235, 4.0y o317y 5.0, 297y 6.0, 287, 100.0, .287,

s

P$STAB TABLE = 6HWD1Y 5 1y 6HMACH o 69 391¢l,
2.5' 6.3905-" 3.0' 6.36‘05"‘0'

3.59y 6.457E-4, 4,09 b6.364E~4,

4.59 603115-" "65’ 6.667E-‘0’

$
PSTAB TABLE = 6HTVC1T o 1y 6HMACH o 99 39lel,

205' 1033’ 3.0'
4.0y 119, 4,25,

1.32, 3.5y 1.27,
1.13, 40.40,1.08,

4€.50,1.03, 4 ,6040.95, 4.65,0.90,
3
PSTAB TABLE = 4HAELIT, Oy 1.0y
ENDPHS =1,
s
PSGENDAT EVENT = 100.0,
CRITR = 6HTDURP ,
VALUE = Oey
ENDPHS = 1,
ENDPRB =1,
ENDJOB = 1y
s
Figure 36.- Concluded
TABLE 14.~ ITERATION SUMMARY FOR HYPERSONIC AIRCRAFT
POINT PERFORMANCE SUMMARY
Optimization
Variable, Constraint | Optimization
Iteration | Velocity Error, ~ P, | Indicator
0 4188 1.90 x 10 3| 46.419
1 4284 1.60 x 10-2 | 55.373
2 4401 8.21 x 10-1]71.232
3 4455 1.23 x 10-1{81.197
4 4507 8.56 x 109 [ -—-
5 4506 1.72 x 10-* | 85.659
6 4521 1.34 x 10-1 | 87.019
7 4535 9.444 x 100 | ---
8 4534 2.11 x 10-3 | 89.026
9 4536 . 1.05 x 107! | ——-
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The iterative optimization begins by the user estimating an initial "guess"
for the independent variables,

u =»(h, v ) = (90 000., 4500,., 10.). (42)

R ¢
This initial guess, input in $SEARCH (see Figure 36) generally does not satisfy
the constraints (cruise conditions). The projected gradient algorithm then
determines the proper correction to this initial guess to satisfy the constraints.
This correction is based upon numerical approximations to the partial derivatives
of the constraints. This set of partials, called the sensitivity (or more pre-
cisely the Jacobian) matrix is given as

- .. .
[S] _ a(vR, YR) _ 3h 3V 3a “
2x3 a(h, VR’ a) B'R 8'R B'R
WE—R'R_

After a feasible solution is attained, that is, one that satisfies the constraints,
the algorithm is designed to "move along" the constraint manifold and improve the
cruise speed at each iteration. Conceptually, this is accomplished by projecting
the gradient of cruise speed to the plane defined by the normals to the con-
straints. This mathematical operation determines the direction of "steepest
ascent (descent)" in a plane that approximates the constraints. However, be-
cause of nonlinearities in the constraints, as the control parameters are varied
along this direction of search the cruise condition becomes increasingly violated.
The extent to which the control parameters are incremented is then determined by
maximizing a composite function (called estimated net performance), which is the
sum of the cruise speed and an estimate of the loss in cruise speed associated
with this violation of the cruise conditions. After each such optimization step
a constraint restoration step is taken to remove this induced constraint error.
As a result, once a feasible solution is found, the optimization proceeds 1n a
sequence of two steps: first, optimization; and second, constraint restoration.
Significant, however, is the fact that in most normal restoration steps, the
sensitivity matrix is not recomputed. This procedure substantially reduces the
overall computer solution time required to optimize the problem. A brief sum-
mary of this iteration process is given in Table 14. Notice that after a feas-
ible solution is achieved in iteration 1, all subsequent iterations satisfy the
cruise equations.

This simple application of POST solved this "point" performance problem
in a matter of only a few seconds on the CDC 6500. As a result, it eliminates
the requirement of plotting families of thrust required and thrust available
curves to determine graphically the cruise performance of a high performance
alrcraft configuration,
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Example 5. Trajectory Decomposition

The optimization of an eastern hemisphere geostationary mission using the
decomposition option is presented as Example 5. This mission, illustrated in
Figure 37, has two basic flight regimes and is typical of the problems that can
‘be efficiently optimized with the decomposition approach. It is importamt to
note that the decomposition option is contained in a special version of 3D POST.
However, the utilization procedures are available in reference 1. A general
problem statement and the two formulations are given in Table 15. The standard
nondecomposition formulation is a constrained discrete parameter optimization
problem containing eight constraints and ten independent variables. Let this
problem be denoted as P1(8x10). The data deck 1is presented in Figure 38. The
inputs required by the decomposition appear first in the deck. The remainder
of the data deck is the same as the standard nondecomposition input. As indi-
cated, the complete mission was decomposed to three trajectory segments:

Ascent;
Apogee Raising Burn;
Final Circularization and Plane Change.

This problem could be decomposed differently; for example, the two orbital seg-
ments could easily be combined in a single subproblem. The master problem, as
formulated, has only one constraint and three control variables; let the prob-
lem be denoted as MP1(1x3). It is important to note that in MP1(1x3) two of
the three control variables are constraint values in the subproblems. This en-
ables the master algorithm to optimize the burnout velocity of the ascent leg
and the inclination of the transfer orbit. These are two important geosta-
tionary mission design variables. The constraint that zero propellant remains
at final burnout is really the active inequality constraint wpr > 0. This is

to ensure that the program will not simulate consumption of more propellant

than can be loaded in the tanks. This constraint is defined at the master level
because it couples the subproblems due to the fact that Stage III is used in

all three of the trajectory segments. The subproblems, represented as SP1(3x3),
SP2(2x2), and SP3(4x4), are all relatively small targeting problems. Clearly,
this sequence of subproblems is much easier to solve than P1(8x10). However,

a computational tradeoff is involved because the sequence of subproblem

(SP1 :i=1, 2, 3) must be solved on every trial step in univariate searches

used to solve MP1(1x3). This fact emphasizes the importance of rapid subprob-
lem solution.

Computational results for each formulation are presented in Table 16 and
17. The accelerated gradient projection option was used to solve the standard
formulation. On iterations 3 and 7, it had to be restarted and did not con-
verge in ten iterations. In comparison, the decomposition algorithm did not
require manual restarting and converged in only six iterations. The increased
reliability 1is probably more significant than the reduction in the number of
{terations. This is because each iteration at the master level represents con-
siderably more computational effort than does each iteration in the standard
formulation,
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Stage II Shutdown
Stage III First Burn Start
Stage II1 First Burn End

Stage III Second Burn Start
Stage III Second Burn End

Payload Release Sequence

o

.
(’\,\
[Sa .

—
/

\(//

Typical Eastern Hemisphere Geostationary Mission in Earth Centered
Relative Coordinates

Figure 37.- Mission Profile for Decomposition Sample Case

Example 6. 6DOF Space Shuttle Entry Simulation

A typical data deck for a 6DOF closed-loop simulation of the Space Shuttle
entry trajectory is presented. The changes, additions and modifications re-
quired to convert a "typical" 3D POST Space Shuttle entry data deck to this 6D
POST data deck are highlighted in Figure 39. As indicated, the primary changes
are related to the additional data cards required for (1) mass properties, (2)
aerodynamics, and (3) the flight control system (FCS). More significant than
these minor data additions are the vehicle~dependent subroutines that must be
supplied by the user to model the FCS. Development, coding, and checkout of
these subroutines represent the vast majority of the engineering effort in using
6D POST. However, this requirement is certainly not unique to 6D POST, but
rather is required by all 6DOF simulation programs. The key issue then is
really related to the ease in which these routines can be implemented into the
program. These procedures, described in reference 5, have been made as simple
as possible to reduce the "start-up" costs of using 6D POST. This simplistic
simulation of Space Shuttle entry requires about 100 000 octal cells of com-
puter memory, and executes in about three-times realtime on the CDC 6500,
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PS$SEARCH

C MASTER PROBLEM
c

SGFESN = 100. * 250. ’ 400,
SRCHMM= 1,

MAXITM=],

OPTVRM =6HWPLD ’

OPTPHM =10.0,

OPVEIM= .02,

NOEPVM
DEPVRM
DEPPHM
DEPVLM
DEPTLM
C .
NINDVM z 8 ’
c IF MODEWM = 0O, USE INPUT WUM AS WEIGHTING
MODEWM = 0,
C

NOPTVYM = ] *

IPRD=~-1,

IPRO“Z,

NPAD=20,0,

CONEPM(1)=+89.9999,

CONEPH(ZlS IOOE-‘.' IQOE"‘" I-OE-" 1.05-6,
CONSXMI1l)= 1.0E-5,

CONSXM{2)= 1.0E-5,

FITERM(1)= 1.0f-5,

FITERM(2)= 1.0E-5,

STMPIM = ,G1,

STMP2M = .01,

STPMXM = 10.0,

1
6HWPROP
400.
0.0
«02,

- @ @ 9

IDEB"SI'
NINOVM = 3,
INDVRM=6HDEPVL] ,6HWPLD
6HCEPYLLY,
INDPHM= 100.0 , 1.0
250.0 ,
UM T42.567899793314 2E+4,42.T70000000000000E+3,
+2 ,8500000000001E+1,
HU"2100900101009
PERT" = 0,0 'QO? [}
0.0 [
C. TRAJECTORY GENERATOR
SRCH" = ‘0'
MAXITR =3 v
GAMAX=20.,
NDEPV = 8 ’
DEPVR = G6HVEL] v OHGCRAD » OHGAMMA]
6HINC e 6HALTA *

Figure 38.- Input Deck for Trajectory D Composition
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14
~.00001,-.001,-.001,

= ZERO/

6HVEL] » 6HGAMMAT s G6HAZVELI
DEPPH = 100. * 100. ’ 100.
250, . 250. ’
400. , 400. ’ 400,
DEPVAL = 2.56TBbL59E+4 o 2.14119741E+47 ,-6.04829803E—4
2.64999998E+1 o, 1.93229930E+4
1.00874510E+4 o 0.0 » 90.0
DEPTL =.,02 +20. 21.E-06
2.65“5 ] 002 4
«01 11.E~5 v1.0E-4,
of
NINDV = 8 ’
INDVR = GHPITPC2 s GHCRITR s 6HPITPC2
6HBETPC1 s+ 6HDVIMAG ’
6HBETPC1 s OHALPPC1 s GHDVIMAG
INDPH = 10. ’ 100. ’ 20.
200, ’ 200. ,
300. » 300. ’ 300.
v =6 .4896T861E~1 o 6.3TT7T83102E+1 ,—-4.30642829E-1
10. » 7800. '
~40. s 10 s 4800,
PERT = -.00001,-.001,-.00001, -.00001, -.001,
C IF MODEW = O, USE INPUT WU WEIGHTING
wuU = 20,4 20.9
lo' 0010
o2y 10ey <01y
MODEW =0 ’
s
PSGENDAT EVENT =1.00 /LIFY-OFF STG 0 /
TITLE = OH®SIMPLIFIED T-11IC FLT/PLN-VI1 —— SUBFROBLEM 1 — ASCENT =%,
MAXTIM = 30000, /200 -300 APOGEE RAISING AND TRANSFER
ALTMIN ==1.E6 /300 - 400 CIRCULARIZATION BURN
NPC(2) = 1, /RUNGE~-KUTTA INTEGRATION/
oT =10, ZINTEGRATION STEPSIZE/
P INC =1.E10, /PRINT ONLY ATPSGENDAT EVENTS/
FESN = 450,
NPC(3) = by /VELOCITY INITIALIZATION
NPC (&) T 2y /POSITION INITIALIZATION/
GOLAT z 28,56, /GEQDETIC LATITUCE/
LONG = 279.4, /RELATIVE LONGITUDE/
LATL = 28.56, / ORTIENTATION
LONL =z 2794, / OF
AZL = 93, / LAUNCH FRAME
NPC(5) = 2 /SELECTS ATMOSPMHERE MODEL/
NPC(8) = 1 /SELECTS CALCN,CY AERO COEF. INPUT/
SREF = 78.5, ZAERODYNAMIC REF.AREA /
NPC(9) = 1 ’ /SELECTS ONE ROCKET ENGINE/
WGTSG = 1400000, ZINITIAL WEIGHT OF VEHICLE/
WPLD = 2700, /PAYLOAD WEIGHT /
WPROPI = 8912104, ZINITATL PROPELLANT WEIGHT /
c

Figure 38.-

Continued
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NPC (16) =1

16uID(1) =1,

IGUID(4Y =1 ,

s

PSTBLMLY

S
c
PSTAB TABLE =6HTVC1T ,0, 1899300.,
$
PSTAB TABLE =6HWD1T ,0,7305.,

s
PSTAB TABLE =6HAELT ,0,124.,

]
PSTAB TABLE =6HCAT 20924,
ENDPHS = 1y

$
PSGENDAT EVENT = 10.,

CRITR = 6HTDURP ,

VALUE = 10,

IGUID(4} =0 ,

PITPC(2) = -1.4,

ENDPHS =1

s
PSGENDAT EVENT = 20,9

VALUE = 10.,

CRITR = 6HTDURP ,

VALUE = 20,

PITPC(2) = -.3,

ENDPNHS = 1,

s

PSGENDAT EVENT’ = 30,

CRITR = 6HTIME ,

VALUE = 12249

NPC(S) = 0,

NPC (8] = 0, 7/ TURNS OFF
PITPCI(2)=-2.929858T7316579€~-01, /
DT = 20.'

WJETT = 145400.,

WPROP1I = 238380.,

WEICON = 0.0,
PSTBLMLT

S
PSTAR TABLE = 6HTVC1Y ,0,518500.,
PSTAB TABLE = 6MWD1T ,0,1740.,
s
PSTAB TABLE = 6HAELT ,0,0.0,
ENDPHS = 1y

s
PSGENDAT EVENT r 404y

Figure 38.-
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/SELECTS SPHERICAL EARTH/

/SELECTS INERTIAL EULER ANGLE STEERINC

/CONSTANT VALUES ARE INPUT /

/ TABLE DATA DECRIBING STG 0 /
/7 THRUST TABLE /

/ FLOWRATE TABLE/

/ EXIT AREA TABLE /

/ AXIAL AERO COEFF./

/ END VERTICAL RISE AND STARTIS/

/7 PITCH DVER MANEUVER /

/7END VERTICAL FLIGHT AT 10 SEC /
/ CARRY ATTITUDE OVER FROM /

/7 PREVIOUS PHASE /

/DURATION OF PITCH RATE /
ZEQUALS 20 SEC /

/ STGO BURNOUT 7/
/ STG I IGNITION /

/ TURNS OFF ATMOSPHERE /

THE AERODYNAMIC CALCULATIONS
30.0 /7

/ STG I THRUST

Continued



CRITR = 6HTDURP

VALUE = 1374y

PITPC(2)=-1.2200994008965E-02, / 40.0 /

WJETTY =z 16500., /7 STG I JETTISON WEIGHT /
WPROPI = T1595. ) '

WEICON =z 0.0,

$
PSTBLMLY

£ 3
PSTAB TABLE =6HTVC1T ,0, 103230., /7 APPROXIMATE STGII THRUST /
$
PSTAB TABLE =6HWD1IT 4,0, 333,

ENDPHS = 1,

s
PSGENDAT EVENT = 50,9

CRITR = 6HTDURP ,

VALUE = 215.9

WJETT = 8140,

WPROP1 = 24975

WEICON = 0.0,

NPC(1) = 3, / TURNS ON CONIC PRINT /
1GUID £ 39091, / STEER ON INERTIAL AERO ANGLES /
 J
PSTBLMLT

]
PSTAB TABLE =6HTVC1T 40,16000., /7 STG 111 = TRANSTAGE /
]
PSTAB TABLE =6MWD1T ,0,53. ]

ENDPHS =1y

$
C
o END OF SUBPRCBLEM I
C BEGIN SUBPROBLEM II
C
PSGENDAT EVENTY = 100,

TITLE = OH*SIMPLIFIED T-IIIC FLY/PIN-VII -- SUBPROBLEM II1- TRANSFER%,
CRITR =6HTOURP /7 1ST TRANSTG SHUTDOWN/
VALUE z 1549

NPC(9) = 0oy / TURNS OFF ENGINE /
NPC(2) = 3.9

DT = 6000’

ENDPHS = 1,

s

PSGENDAT EVENT =200,

CRITR = 6HGCLAT

VALUE = 0.0,

NPC(2) = 3,

oY = 500049

PINC = 1.E10,

NPC (9} = 3,

ISPV = 310.y

Figure 38.,- Continued
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NPC(16) =1,

NPC(25) = 3,
IGUID = 3,0,1,
IGUID(13)= 3,
ALPPC(1)=0.0, 7200.0 /7
ENDPHS =1,
L 4
C -— END OF SUBPROBLEM I
C — BEGIN SUBPROBLEM II1I
o
PSGENDAT EVENT =300. /7 START OF CIRCULARIZATION BURN/

TITLE=OH*SIMPLIFIED T-IIIC FLY/PLN-VII — SUBPROBLEM III-CIRCULARIZE =%,
CRITR = 6HGCLAT

VALUE = 0.0,

NPC(9) = 3,

ALPPC(1)=0.0, : 7300.0 /

ENDPHS =1,

s

PSGENDAT EVENT = 400.,

CRITR = 6HTDURP ,

VALUE = 0.0,

WJETT = 3800.,

ENDPHS = 1,

s
c
c END OF SUBPROBLEM II1
c
PSGENDAT EVENT = 450.,

CRITR = 6HTDURP ,

VALUE = 0.0, ,
ENDPHS = 1, :
ENDPRB = 1, / THE END OF PROBLEM /
ENDJOB =1,

s

Figure 38.-Concluded
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TABLE 16.-

NONDECOMPOSITION ITERATION SUMMARY

Key Optimization Parameters Key Trajectory Variable
Optimization | Constraint Optimization iari grb:fmi.Transfer
Variable, Error Indicator, P a Inclination,
Iteration | Payload, 1b Py CTHA, deg x n.mi. deg
0 2500.00 2,79E-5 -- - --
1 2507.20 1.03E-5 - - -
2 2507.30. 1.20E-3 - - -
3 2507.33 1.33E-3 2,12 - -
4 2757.82 3.28E-3 - - -
5 2757.55 6.23E~-1 - -99 x 80.02 | 26.928
6 2751.48 4.63E-2 8.18 - -
7 3030.51 1.09E-6 - - -
8 3029.80 1.89E-5 - - -
9 3029.43 1.49E-5 - —- -
10 3028.56 1.19E-5 - 80.02 x llOl 26.14
TABLE 17.- DECOMPOSITION ITERATION SUMMARY
Key Optimization Parameters Key Trajectory Variable
Master Optimization | Constraint | Optimization Park Orbit Transfer
Level Variable, Error Indicator, hp x ha n.mi. Incl, Subproblem
Iteration| Payload, 1b Py CTHA, deg |x n.mi. deg Iterations
0 2500.00 1.15E-8 -- 80.0 x 101.5}28.6 2, 3,3
1 2674.80 2.89E-2 54 .44 - 29.37 4, 6, 5
2 2773.91 4.33E-3 79.72 80.0 x 90.7 |25.79 10, 17, 14
3 2781.03 1.08E-2 87.60 - 26.58 6, 10, 8
4 2782.67 1.04E-3 86.19 65.6 x 80.0 |26.28 10, 9, 9
5 2783.70 3.85E-5 88.01 -- 26.58 7,9, 7
6 2784.71 2.09E-4 - 44,5 x 80.0 ]26.494 13, 10, 11
7 2784.40 6.20E-5 89.15 - 26,59 6, 9, 7
8 2784.51 1,20E-7 89.20 48.1 x 80.0 |26.55 9, 7, 7
9 2784.62 5.78E-8 89.33 - 26.68 7,9, 7
10 2784.66 3.15E-8" - 44.5 x 80.0 | 26.53 7, 9, 7
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$ NO TARGETING/OPTIMIZATION, SIMULATION ONLY

PSGENDAT EVENT £ 1.,
TITLE(1) = S0H6D POST REENTRY CHMECK CASE
FESN = 10.,

MAXTIM = 2000.,

DY = 0625,

DTG = 0625,

TIME = 1500.,
TIMRF(1) = 1500.,
DTIMR(1) = 1.,
DTIMR(2) = 1.,

NPC (3) = 4,

NPC(4) = 24

ALTITO = 152488.89,
SCLAT = 39,500882,
LONG = -121.21400,
VELR = 8734,5313,
GAMMAR = ~,52896275,
AZVELR = 153.94194,
AZL x 153.94194,

c ATMOSPHERE

NPC(5) = 2,
=
MRess! = 2 2690. . Additional 6D
DREFR £ 78.05666667," POST Input
DREFP = 39,5666667,
DREFY = 78.05666667,
LREF = 110.7,
WGTSG = 182986.,

c PROPUL SION
NPC (9) = 0,

c RANGE CALCULATION
NPC(12) =1,

LATREF = 34.55577617,
LONREF = -120.5338,
AZREF = 154.,

c GRAVITY
NPC(16) = 1,
nU = 1.407662686E16,
OMEGA = 7.2921151SE-5,
RE = 20902910.,

c AUTOPILOT
NAUTOP = 2,

c GUIDANCE

c INITIALIZE QUATERNIONS

I6UID(12) = 1,
I6UID(12) = 3,

YAWR = 178.88212,

ROLBD = 0.,

Figure 39,.-
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PITR = 17.370592,
PITBD = 0.,

ROLR = 54,46,
YAWBD = 0.,

Required Additions and Modifications to Convert
3D POST Input to 6D POST Input
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c USE CLOSED LOOP REENTRY GUIDANCE 3
IGUID(14) = 2,

GUIDI(1TY) = 2,

c TLATCD = TARGET GEOCENTRIC LATITUDE
TLATCD = 34.555T7617,

C TLONGD = TARGET LONGITUDE
TLONGO = -120.5338,

ITRANS = 1,

c CONTROLS 6D POST
KRDA = 1.y KRDE = Oey KRDR £ 0oy Input
KPDA z 0oy KPDE = ley KPOR = Ouy pu
KYDA = Qo9 KYDE z Doy KYDR z 1.0
DAMIN = ~-15,, DAMAX = 15.,

DEMIN = =40., DEMAX = 1549

DRMIN = =22.8, DRMAX = 22.8,
DELECI = =5,, DELE = =5,y

EREFL = 19047.,

c PR INTOUT J

PINC = 1.0,

PRNT(115) =
6HTIMRE] (6HTIMRF2 ,6HGTIME L6HATIME ,6HDELT ,6H=* R
6HDELAZ ,6HLOD1 oEHRDTREF y6HRK2ZROL y 6SHTRANGE ¢ SHDRAGGC 4
6HSLECT ,6HGASM L6HGLOD (6HGRDOT ,6HDRAGRP ,6HALDREF,
6HALPGC »6HALPERR ,6HROLRGC  6HROLRER y6HALPERI 46HDELECI,
6HTROLN ,6HTROLP 6HTPITN 26HTPITP ,6HTYAWN ,6HTYAWP ,
6HTONT  J6HWDOTJ ,6HWPCONJ o6HRC SMXB y6HRCSMYB 4 6HRCSMZB o
6HDELAC o6HDELEC o6HDELRC o6HDELAD o6HDELED ,6HDELRD ,
6HDELA ,6HDELE L6HDELR L6HDELF1 ,6HDELF2 ,6HUDCTR ,
6HCKA +OHCKE 0 6HCKR v6HHMA 2»OHHME s GHHMR ’
6HCLA »O6HCDA s 6HCMA +6HCYB »6HCWB s6MCLLB
6HCYDR ,6HCLLDR ,6HCWDR o6HCLDE ,6HCCDE 6HCMDE
6HCYDA J6HCLLDA J6HCWDA 46MCLF1 ,L6HCDF1 ,6HCMF1
6HCYF1l LO6HCWF1 L6HCLLF1 ,6HCHE +6HCMQ +6HCWR ’
6HCLLR  ,6MHCWP s6HCLLP J6HCLF2 L6HCDF2 L6HCMF2 ,

s

PSTBLMLY
CLLBNM = 6HBETA CLLDRN = 6HDELR h
CLLDAN = 6HDELA
CMDENM = 6HDELE
CWBAM = OHBETA CWDRNM = 6MDELR
CWDANM = S6HDELA
CYBNM = OMBETA C YORNM = 6HDELR
CYDANM = 6HDELA 6D POST
CDDENM = 6HDELE CLDENM = 6MDELE >
CLFIN = GHONE Input
CDF1IN = 6HONE '

CMFIN = 6HONE ’

CYFIN = 6HBETA ,

CWF 1IN = 6HBETA

CLLFIN = 6HBETA

CLF2N = 6HONE ’ J
Figure 39.- Continued
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CDF2N = 6HONE )
CMF2N = GHONE ’
s

PSTAB TABLE = 6HGENV1T,3,4HMACH ¢ 4HDYNP 4HTIME 29242, 1924%],
1700. 0e95091le960910.,

5.'5.'2.'6.'20.'
1800.1 0.,5.,30’6.'3007

5e1509409609400y

P:TAB TABLE = 6HCLT  40,.672662268,

P:TAB TABLE = 6HCDT  40,.456788181,

P:TAB TABLE = 6HCMAT 409-.0304227747,

P:TAB TABLE = 6HCYBT ,0,-.0054,

P:TAB TABLE = 6HCWBT +0,~.00184, D

P:TAB TABLE = 6HMCLLBT ,0,-.00162,

P:TAB TABLE = 6MCYDRY 40,.0004,

P:TAB TABLE = 6HCLLDRT,0,.00015,

P:TAB TABLE = 6HCWDRT ,0,-.00028,

P:TAB TABLE = 6HCLDET ,0,2.366278E~3,

P:TAB TABLE = 6HCDDET ,0,1.58043E-2,

P:TAB TABLE = 6HCMDET ,0,-2.84346E-3,

PETAB TABLE = 6HCYDAT 40,1.323394E—4, ggngsr

PSTAB TABLE = 6HCLLDAT,0,1.07534E-3,

P:TAB TABLE = 6HCWDAT ,0,-3.5084E—%,

P:TAB TABLE = 6HCLFI1T ,0,0.,

P:TAB TABLE = 6HCDF1T 40,0.,

P:TAB TABLE = 6HCMF1T 40,0.,

P:TAB TABLE = 6HCYF1T 9040.,

P:TAB TABLE = 6HCWF1T ,0,0.,

P;TAB TABLE = 6HCLLF1T7,0,0., J
Figure 39.- Continued
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PSTAB
PSTAB
PSTAB
PSTAB
PSTAB
PSTAB
s
PSTAB
s
PSTAB
PSTAB

PSTAB

PSTAB
PSTAB

PSTAB
s.
PSTAB
PSTAB
PSTAB
PSTAB
PSTAB
PSTAB

PSTAB

PSTAB

TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE

TABLE

x

6HCHET
6HCMQT
6HCWRT
S6HCLLRY
6HCWPTY
6HCLLPT
6HCLF2T
6HCDF2T

6HCMF2T

DELF1 = SPEED BRAKE
6HDELF 1T o1 ,6HMACH ,5,1,1,1,
0c955c9 #e955¢9 5098549 8a955.9 10495540

TABLE

9040046,
v09=2.8
209-.05,
+09.05,
10e¢=-.022,
v0y-e251,
90+-1.0195E~-2,
904~6.312€E-3,
2091.6234E-2,

DEFLECTION

DELF2 = BODY FLAP DEFLECTION
DEFLECTION FOR FWD CG CONDITION
6HDELF2T,0,~11.7y

BODY FLAP
TABLE

TABLE
TABLE
TABLE

TABLE
Oer.78y S.

TABLE
0..0.’ 50

TABLE
0... l"' 5.

TABLE
OeyeTTy 5.

TABLE

°. "‘070' 5."‘.32'

TABLE

O. "oll' 5.'-012!

TABLE

L]

SHRMPJT
6HPMP JT

6HYMPJT

20,9952.,
20¢33622.,

209340724,

6HPNPJIIT,1,6HDYNP 46914141,
e62y 10294539 1509050y 20.9.489 200,.4.48,

6HPYJ 1T

2 156HDYNP L6,91,41,1,

.1' 10.'.16' 15.'.18’ 200’.19' 200.'.19'

6HPRJIIT

'1'6HDYNP ”6'1’171'

1023' 1001026’ 1500027, 20.’.28' 200.,.28'

*

6HRRJIT

2 1 ,6HDYNP 269191,1,

.59' 10.'.50' 15.'.‘05' 20.'.42' 200.'."2'

6HRYJIT

6HYRJIIT

100 v-.12,

21 96HDYNP  36,151,41,

lo. "‘.32' 15."'0301 20. ,—.28.200. s "o 28’

21 ,6HDYNP 2691l9lel,

z 6HYYJIT 7001000’

Figure 39.- Continued
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$

PSTAB TABLE = 6HPPPJIT40,1.0, W

s

PSTAB TABLE = 6HCKET L1,6HMACH. ,4,1,1,1,
00'60' 10.'6.' 12.920' 100.!2..

$

PSTAB TABLE = 6HCKRT 41 ,6HMACH ,4,1,1,1,
00'2.' 2.,2.' 2.01.‘.' 30.".'

[3 .

PSTAB TABLE = 6HCKAT 1 ,6HDYNP  ,4,1,1,1,
0e910ey 109100y 30e92.59 200.92.5, 6D POST

s . Input

PSTAB TABLE = 6HYCGT ,0,0.125,

£ 3

PSTAER TABLE = 6HIXXT 20,759000.,

s :

PSTAB TABLE = 6HIYYTY 20+5765000.

3

PSTAB TABLE = 6HIZZT 4045912000.,

3

PSTAB TABLE = 6HIXZY ,0,+131000., /

ENDPHS = 1,

$

PSGENDAT EVENT = 10e0

CRITR = 6HTIMRF],

VALUE = 1510.,

MDL = 1,

ENDPHS = 1,

ENDPRB = 1y

ENDJOB = 1,

s

Figure 39.- Concluded
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COMPUTER REQUIREMENTS

Machine Configurations

POST was originally developed for the CDC 6000 series computers. 3D POST
has since been converted to the IBM 370/165/0S and the UNIVAC 1108/EXEC 8 com-
puters. Both 3D POST and 6D POST are coded exclusively in FORTRAN IV and are
compatible with the FORTRAN IV EXTENDED compiler. The 6D POST is not available
on any computer/system other than the CDC 6600/NOS. The minimal computer re-
quirements for 3D and 6D POST are given in Table V-1,

TABLE 18.~ MINIMAL POST COMPUTER REQUIREMENTS

Operating 3D Storage, 6D Storage,
Computer . System Precision Words Words
CDC
6400 NOS, SCOPE Single 140 0008* 140 OOO8
3.4
6500
6600
IBM 0S Double 50 000 70 000
370/165
UNIVAC EXEC 8 Double 55 000 65 000
*Nonoverlayed version.

As with any larger computer program, special operating system-dependent
techniquez can be used to reduce core requirements or increase execution speed.
For example, the overlay structure can be tailored to any given computer/system
to reduce core size and execution time. The specific compiler used can also
significantly impact execution speed. For example, the CDC 6600 POST executes
about two times faster using the FTN compiler than it does using the RUN com-
piler. These system-dependent program tradeoffs and modifications can easily
be made once the standard version is operating correctly on any particular com-
puter system.

Computer Precision

There are two important numerical techniques used in POST that require con-
siderable computational precision to function properly. These techniques are
(1) numerical differentiation, and (2) numerical integration. The most diffi-
cult computational problem encountered in POST combines both numerical tech-
niques, that is, the approximation of trajectory partial derivatives by numeri-
cal differentiation of numerically integrated trajectories. This numerical
process dictates the computer precision requirements for POST. Computational
experience indicates that a 64-bit word is usually adequate for the numerical
differentiation of various trajectory variables. This means that double
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precision is required to run POST on any computer that has a 32-bit single pre-
cision word. As a result, the program must be executed in double precision on
IBM and UNIVAC computers. Single precision is adequate on all CDC 6000 series
computers because CDC has a 60-bit single precision word.

To numerically differentiate the dependent variables (target conditions,
inequality constraints, and the optimization variable) with respect to the in-
dependent variables, the user must input the perturbation to be used for each
independent variable. The user must also select the integration method and the
initial integration step size. Generally, the numerical truncation error asso-
ciated with the numerical integration process tends to cancel itself in the dif-
ference quotient; however, propagation of local round-off error does not cancel.
Fortunately in most trajectory problems, the number of integration steps is
sufficiently small so round-off error is not a major problem. As a result, the
selection of the integration method and step size, although important in terms
of run time and accuracy, is not critical to the numerical differencing tech-
niques employed. Critical, however, is the proper selection of the control vari-
able perturbations that are used in the divided difference formula. If the
perturbations are excessively large, accuracy is lost because of truncation
error in the first and second difference formulas. If the perturbations are too
small, accuracy is lost due to subtraction of the nominal value from the per-
turbed value on a finite word length computer. Problems associated with the
word length can, and have for the most part, been eliminated by using either CDC
computers or by using double precision arithmetic on computers with smaller
single precision word length. However, control of the truncation error in the
difference formula is difficult and numerical experience on a given problem/
computer/operating system is sometimes required. To alleviate this problem an
automatic perturbation step size controller is incorporated in the latest ver-
slons of the programs. This routine requires an initial guess for the perturba-
tions in each independent variable. The initial guess is used unless the re-
sulting divided difference quotient is judged to be sufficiently inaccurate as
to require modification. Modification is accomplished by first rerunning the
perturbation with its sign changed to obtain a symmetric difference for those
variables with incorrect perturbations. The symmetric differences are then
used on the present iteration. On the next iteration, the perturbations are
adjusted to ensure the proper amount of variation in the dependent variables
to secure adequate accuracy in the sensitivities.

i

Runtime

The runtime, as measured by the Central Processor Unit (CPU) clock, is a
key input to all computer charging algorithms. As a result, it is important to
understand what factors contribute te the CPU time requirements when running
POST. Understanding will enable users to make reasonable estimates of computer
budgets associated with using POST programs.

The CPU time for a POST run depends on numerous factors. The most impor-
tant are as follows:
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Computer hardware and system software characteristics;

Type of trajectory and vehicle being simulated;

Accuracy requirements;

Number of degrees of freedom in thé targeting/optimization formulation.

The computer and the operating system used clearly play a primary role in
determining the runtime of any program. In additionm, the CPU time is not the
only variable used in determining the cost-effectiveness of a given program/
computer system interface. For example, the CPU time required to run a POST
input deck on the CDC 6600/NOS/FIN may be only a fraction of that required to
run the same deck on the CDC 6400/SCOPE 3.4/RUN; however, it may be less ex-
pensive to use the older and slower computer because of the charging algorithms
jnvolved and the demand on each system. The point being made is that the only
practical way to estimate computer costs is through computational experimenta-
tion with POST on your computer system/problem. Generally, minor changes can
be made to the program executive structure (overlays) to eliminate any severe
incompatibilities between POST and the host computer system.

A second key factor impacting runtime is the type of trajectory and ve-
hicle being simulated in any given problem. For example, exoatmospheric tra-
jectories can be integrated more rapidly than atmospheric ascent of entry
trajectories. Also problems that require large amounts of tabular data to de-
scribe the mass properties, the aerodynamics, and the propulsion system will
require longer corresponding runtimes. The total flight time of the trajectory
being simulated is a prime driver in the computational costs. Experience indi-
cates that long duration flights generally require more computer time than
shorter flights because of the direct increase in the number of required inte-
gration steps. The amount and frequency of printout data requested are also an
important consideration that can always be controlled by the user. In extreme
cases, runtime can double or even triple when the full 198 variable printblock
is requested at every integration step. Thus, to reduce runtime, only the mini-
mal amount of data required to accurately model the vehicle should be input and
only the minimal amount of data required to interpret the results should be
output.

Accuracy, which is directly related to the selection of the integration
method and the integration stepsize, is an important consideration in every
problem. Generally speaking, the standard fourth order Runge-Kutta algorithm
with the appropriate stepsize is the most cost effective numerical integration
method; however, under special circumstances higher order methods may be faster.
For example, Keplerian orbits can be integrated ten times faster with the Krogh
method than with Runge-Kutta. The best approach to determining the impact
stepsize on accuracy and CPU time is to run several single pass trajectories.

A compromise stepsize can then be determined from plots of integration error
and CPU time versus stepsize.
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The final factor influencing runtime is the number of degrees of freedom
in the targeting and optimization formulation. The number is computed as the
difference 'between the number of independent variables, m, and the average
number of active constraints, ﬁa. The number of degrees of freedom can be useeo

to establish an estimate of the number of iterations, N, required by the acccl
erated projected gradient algorithm to achieve the optimum trajectory. This
estimate is given by the formula

N=m-n +K (1,

where K is the number of iterations required to achieve a feasible, targeted
trajectory. For example, if there are ten independent variables, three target
conditions, and two inequalities, one of which is active, then

N=1(0-3+1)+K=6¢6+K (2)

is generally a reasonable estimate of the total number of iterations required
to achieve an optimum trajectory. The number of iterations required to achiev.
a feasible trajectory, K, varies as a function of the initial guess. For a
reasonably accurate initial guess, K can be estimated as the integer part of
58/2. In the case where there are no inequality constraints, then Ea is equal

to the number of target conditions defined by the user.
The total CPU time can then be approximated as
CPU = N(T/I) (3,

where T/I 1is the average time required to make a single iteration. T/I can be
estimated in terms of the single pass CPU time, 1, as

T/T= (1+m+6) 1

where 1 + m trajectories are required to obtain the sensitivity matrix, and si.
trajectories are required (on the average) to perform the univariant searches
(minimum is two and the maximum is 10). This estimate for CPU per iteration 1i:.
conservative due to the fact that POST does not integrate the complete trajec-
tory on each of the m perturbed runs. As a result, it is generally more ac-
curate to determine T/I directly from actual computations. For this reason, th
CPU time used per iteration is computed and included in the iteration summary
printout as CP/ITR. The calculation of CP/ITR requires a machine-dependent
subroutine that usually must be modified for each computer/system.
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